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Trade-off between stateful and stateless in IPv6-only core

network scenario

Stateful Stateless
Address sharing efficiency v
Port resource flexibility v
NAT Logging v
Routing optimization v
GW redundancy v
GW load-sharing v




NAT Logging Considerations

Using fixed NAT rules and IPv4 users can be directly identified
by means of their IPv6 address.

Solutions Characteristics Operation
Stateful Users identified by a dynamic Logging for every dynamic
address and port “NAT Log” NAT mapping is needed

Users identified by pre-
Stateless assigned static address and No need of NAT logging
port-range



Routing Optimization: Stateful

Hub & Spoke topology is the only choice: ISPs can use
stateful solution when it's not necessary to care about the
network latency.
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D Routing Optimization : Stateless

Mesh connectivity solution can be achieved on the
optimized path when the communication occurs between CE1
and CE2.
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Our strategy of v4 to v6 transition

Existing New
(IPv4—Only) (IPv6-Only)

6-over-4 4-over-6
(2010-) (2011-)



Consideration experiences: Business planning
point of view

D)

We had to minimize transition cost, but maximize allocation of

network upgrading resources. So we did following comparison.
Q: Total CAPEX and OPEX of a transition system
T: Total number of serving customers in a transition system

S=Q/T

Comparing S value between all of solutions and products

g
We consequently always observed following:

S(A) < S(B)

S(A): the S value of “Stateless” solution <- 6rd
S(B): the S value of “Stateful” solution O




So, 6rd is our choice for vb-over-v4 case

Other Solutions

Each customer needs tunnel state/config

Single tunnel aggregates all customets

¥ of user linearly increases cost Eliminate cost increase with # of user

CAPEX/

OPEX Expensive! Cost-Effective!



Conclusion

* Architecture dominates business plan
— Need to reduce transition cost as much as possible

e Qur case:

— A stateless solution with optimized routing (4rd)
should be helpful for our IPv4 to IPv6 transition

— There are known disadvantages of stateless
solutions, but we believe they can be mitigated

* |ssue:

— Need to develop a standard for stateless v4-over-v6
with v4 address sharing mechanism



Question & Discussion?
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Comparison of total expense per customer
transition

x 100 (%)
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GW load-sharing: Statefull

The upstream and downstream traffics for the same user must go through
the same gateway. Asymmetrical load-sharing is difficult.
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GW load-sharing: Stateless

The upstream and downstream traffics for the same user can go through
the different gateway. ECMP and anycast can work for load-sharing

Stateless Gateway
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GW redundancy: Statefull

The solutions are at the cost of a complex election procedure or manual
configuration, also of a considerable cost and a low reliability.
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GW redundancy: Stateless

If the primary NAT is out of service, the Backup NAT can be
replicated automatically.

Stateless Gateway
(No NAT session)

CE1 CE2
(NAT) (NAT)
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NAT implementation considerations

When the NAT has to preserve NAT sessions to overloaded
total number of port, the NAT resource will be exhausted

¢ / IPv4 Internet
( Host A Host B

W i) Gateway

Host C

Access Host A: 100 ports

Access Host B: 100 ports
Access Host C: 100 ports

| -A They aren’t enough to
NAT) access Host C.

Access Host A: Access HostB: .. Remaining ports:
Ports 0~99 / Ports 100~199 Ports 200~255
=
' ports left.

T



) NAT implementation considerations

When the CE uses limited port numbers for each
correspondence destination, increase to preserve NAT session

< / IPv4 Internet
( Host A Host B
— \ 4;‘

Host C

Gatewa Access Host A: 100 ports
y Access Host B: 100 ports

« ' Access Host C: 100 ports
, " wil All of the 256 ports can
o A be shared for the
idifferent destination!

Port number pool fo Port number pocl for | Port number pool for
host A: Port ?ﬁ/ host B: Port 0~25 host C: Port 0~255
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