
CERNET IPv6 multicast 
design and deployment

X. Li, C. Bao
2010-11-11



2

Outline

• Introduction
– CERNET IPv4 multicast
– CERNET2 IPv6 multicast
– TEIN2/3 IPv4/IPv6 multicast

• CERNET2 IPv6 multicast
– Design and implementation

• IPv4/IPv6 multicast translation
– Prefix specific stateless translation (IVI)
– Multicast IVI



3



444

CERNET (IPv4)

• CERNET is the first 
(1994) nation wide 
Internet backbone in 
China.

• CERNET ranks 30 in 
global CIDR report.

• Over 2,000 universities 
on CERNET with about 
20M subscribers.
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CERNET Multicast  beacon
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CERNET Multicast AccessGrid
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CERNET2 (IPv6)

• Built in 2004, with national 
coverage

• CERNET2 is the largest 
IPv6 backbone in China.

• About 200 universities 
connected to CERNET2 
with about 2M subscribers.
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CERNET2 Multicast beacon
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TEIN3 (IPv4/IPv6)
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TEIN2/TEIN3 multicast beacon
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SIGCOMM 2007 via TEIN2

mode source addr:port group addr:port pack size counter

smjoin6 ff7e:240:2001:200:0:ff01:0:100 –p 8000 –c -1 –k 3000
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TEIN2 traffic

multicast
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CERNET2 multicast design
• CERNET2 is an IPv6-only network
• We try to design a scalable and controllable IPv6 

multicast network
• The challenges are

– The individual (non-aggregate) state in the multicast 
forwarding path has to be maintained to map the 
specific group address to a set of destination unicast
address in a specific time.

– The state is dynamic, triggered by the joins/leaves of 
the receivers.

– The source addresses which are sending packets to 
the specific group address have to be found in order 
to form the distribution tree.
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CERNET2’s approach 

• Provide IPv6 SSM only service
• Only a special IPv6 block can serve as 

multicast source
• Embed bandwidth parameter into the IPv6 

group address
• Static join in PEs
• Provide ASM to SSM translation service
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SSM
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Multicast source

• CERNET2 address plan 2001:da8::/32
– Each campus network will get 

• A /48 for unicast
– 2001:da8:200::/48

• A /64 for multicast source 
– 2001:da8:3ffe:200::/64
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Group address

The (W) represents the service throughput
• W= 0x8: 100 Kbps, 
• W= 0xC: 1 Mbps, 
• W= 0xE: 10 Mbps, 
• W= 0xF: 100 Mbps. 
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Static join

• There will be no dynamic join and state 
changes in the core network and this will 
make the core more stable; 

• The join convergence time will be 
eliminated; 

• It is possible to do the source and group 
aggregation in the future. 
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ASM to SSM translation
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CERNET2: 100 campus project
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CERNET (IPv4) CERNET2 (IPv6)
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Prefix specific and stateless Translation
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IETF standards
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Translation scenarios

Scenario 1  “an IPv6 network to the IPv4 Internet”
Scenario 2  “the IPv4 Internet to an IPv6 network”
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Scenario 3  “an IPv4 network to the IPv6 Internet”
Scenario 4  “the IPv6 Internet to an IPv4 network”
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Stateless translation concepts

A subset of IPv6 addresses
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IPv4

Real IPv6 hostReal IPv4 host mirrored IPv6 host mirrored IPv4 host

IVI
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Operation scenarios
• Stateless mode (IVI) supports

– Scenario 1  
• an IPv6 network to the IPv4 Internet
• IPv4 sending and IPv6 joining

– Scenario 2  
• the IPv4 Internet to an IPv6 network
• IPv6 sending and IPv4 joining

– Scenario 5 and scenario 6
• Same as scenario 1 and scenario 2

• Stateful mode (NAT64) supports
– Scenario 1

• an IPv6 network to the IPv4 Internet
• IPv4 sending and IPv6 joining

– Scenario 3 
• the IPv6 Internet to an IPv4 network
• IPv4 sending and IPv6 joining

– Scenario 5
• Same as scenario 1
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XLATEIPv4 IPv6

XLATE IPv6IPv4

XLATE IPv6IPv4

PIMPIM

MLDIGMP

PIM MLD

Routing



27

IVI Multicast support

• SSM is supported for the IVI
– no MSDP in IPv6 
– no embedded RP in IPv4

• Group address mapping rule (there will be 224 group ID 
available)
– 232.0.0.0/8 ff3e:0:0:0:0:0:f000:0000/96
– 232.255.255.255/8 ff3e:0:0:0:0:0:f0ff:ffff/96

• For the cross address family SSM
– the source address in IPv6 has to be IVI6 for the RPF scheme

• The inter operation of PIM-SM in IPv4 and IPv6 
– Application layer gateway
– Static join using IGMPv3 and MLDv2
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Remarks

• Multicast is very useful for academic 
applications

• IPv6 multicast has more flexibility
• Tools and router access are both 

important.
• IPv6 multicast configuration and 

debugging process is an enjoyable 
process (-:


