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Abstract

On I P-routed datacenter networks, RDVA is depl oyed usi ng RoCEv2
protocol or i WARP. RoCEv2 specification does not define a strong
congesti on managenent nechani snms and | oad bal anci ng net hods. RoCEv2
relies on the existing Link-Layer Flow Control |EEE

802. 1Qobb(Priority-based Flow Control, PFC) to provide a | ossless
fabric. RoCEv2 Congestion Managenent (RCM use ECN(Explicit
Congestion Notification, defined in RFC3168) to signal the congestion
to the destination and use the congestion notification to reduce the
rate of injection and increase the injection rate when the extent of
congestion decreases. i WRAP depends on TCP congestion handling. This
docunent describes the current state of flow control and congestion
handling in the DC and provides requirenents for new directions for
better congestion control.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 8, 2020.
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Wth the enmerging Distributed Storage, Al/HPC(H gh Performnce
Conputing), Mchine Learning, etc., nodern datacenter applications
demand hi gh t hroughput (40Gops and above) with ultra-low | atency of
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| ess than 10 m crosecond per hop fromthe network, with | ow CPU
overhead. The high Iink speed (>40Gb/s) in Data Centers (DC) are
maki ng network transfers conplete faster and in fewer RTTs. Network
traffic in a data center is often a mx of short and |long fl ows,
where the short flows require |low |l atencies and the long flows
require high throughputs.

On | P-routed datacenter networks, RDVA is depl oyed using RoCEv2
protocol or i WARP [ RFC5040]. RoCEv2 [RoCEv2] is a straightforward
extensi on of the RoCE protocol that involves a sinple nodification of
the RoCE packet format. RoCEv2 packets carry an | P header which
allows traversal of IP L3 Routers and a UDP header that serves as a
stat el ess encapsul ation |layer for the RDMA Transport Protocol Packets
over |P.

RoCEv2 Congesti on Managenent (RCM provides the capability to avoid
congestion hot spots and optim ze the throughput of the fabric. RCM
relies on the existing Link-Layer Flow Control |EEE 802. 1Qob(PFC)

[ 1 EEE. 802. 1QBB_2011] to provide a drop free network. RoCEv2
Congesti on Managenent (RCM al so use ECN [ RFC3168] to signal the
congestion to the destination and use the congestion notification as
an input to the sender to reduce the rate of injection and increase
the injection rate when the extent of congestion decreases. The rate
reduction by the sender as well as the increase in data injection is
left to the inplenentation.

An enhancenment to the congestion handling for ROCEvV2 is the DCQCN
[DCQCN] providing simlar functionality to QCN and DCTCP, it is

i npl emented in sonme of the ROCEV2Z NICs but is not part of the ROCEv2
specification. As such, vendors have their own inplenentations which
makes it difficult to interoperate with each other efficiently.

i WARP [ RFC5040] provides a TCP based transport of RDVA, it is
i mpl enmented in the NIC and is | everaging TCP retransm ssion and does
not require a |lossless fabric

2. Conventi ons

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT*, "RECOMVENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here.
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3.

4.

4.

4.

Abbrevi ati ons
RCM - RoCEv2 Congesti on Managenent
PFC - Priority-based Flow Contro
ECN - Explicit Congestion Notification
DCQCN - Data Center Quantized Congestion Notification
Al/HPC - Artificial Intelligence/H gh-Perfornmance conputing
ECVWP - Equal - Cost Multipath
NIC - Network Interface Card
Current Congestion Managenent nechani sns
Priority-based Fl ow Control (PFC)

RDVA can be depl oyed using the RoCEv2 protocol [RoCEv2], and relies
on | EEE 802. 1Qbb Priority-based Fl ow Control (PFC)
[ EEE. 802. 1(BB 2011] to enable a drop-free network.

PFC is a link level protocol that allows a receiver to assert flow
control by requesting the transmtter to pause sending traffic for a
specified priority. However, because PFC will stop all traffic in a
particular traffic class at the ingress port, the flows destined to
ot her ports wll also be bl ocked.

The known probl enms of PFC are head-of-1ine bl ocking, unfairness,
deadl| ock [deadl ocks]

Explicit Congestion Notification

Explicit Congestion Notification (ECN) [ RFC3168] is used by the
network to notify that congestion is detected before actually
removi ng packets. Data Center TCP (DCTCP) [RFC8257]: TCP Congestion
Control for Data Centers is an Informational RFC that extends the
Explicit Congestion Notification (ECN) processing to estinmate the
fraction of bytes that encounter congestion, DCTCP then scal es the
TCP congestion wi ndow based on this estimate. DCTCP does not change
the ECN reporting in TCP. Oher ECN notification nechanisns for UDP
based transports are specified for RTP in [ RFC6679] and for QU C
[I-D.ietf-quic-transport]. The ECN notification are reported from
the end receiver to the sender and the notification includes only the
occurrence of ECN in the TCP case and the nunber of ECN marked packet
for RTP and QUI C
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5. Congestion Managenent Practice
5.1. Packet Retransm ssion

Nl Cs were not designed to deal with |osses efficiently. Receiver

di scards out-of -order packets. Sender does go-back-N on detecting
packet |oss. RoCEv2 adopt Go-back-N | oss recovery and needs | ossless
| ayer 2 (by using PFC) for good perfornance.

i WARP [ RFC5040] provides a TCP based transport of RDVA, it is
inplemented in the NIC and is | everaging TCP retransm ssion and does
not require a | ossless fabric.

Based on i WARP congesti on and packet | oss handling an experinent to
optim ze the congestion control is in the inproved ROCE NI C design
[IRN] that nakes two key changes to current ROCE NICs: (1) inproving
the I oss recovery nmechanism(simlar to TCP with SACK), and (2) basic
end-to-end flow control (termed BDP-FC) which bounds the nunber of
in-flight packets by the bandw dt h-del ay product of the network, BDP-
FCis a static value that is cal cul ated based on the nunber of hops
bet ween the sender and the receiver. The tests results show that it
provi des better congestion handling conparing to DCQCN [ DCQCN]. I|IRN
wor k wi t hout PFC which is one of the concerns when usi ng DCQCN

Enhancenents such as sel ective retransm ssion can be considered to
not rely on a | ossl ess networKk.

5.2. Congestion Control Mechani sms
5.2.1. RITT-based Congestion Contr ol

The typical practice of RTT based Congestion Control is TIMELY
[TIMELY]. TIMELY introduces the sinple packet delay, neasured as
round-trip tinmes at hosts, is an effective congestion signal wthout
the need for switch feedback. TIMELY neasures RTT with m crosecond
accuracy, and these RTTs are sufficient to estimate switch queui ng.
TIMELY can adjust transm ssion rates using RTT gradients to keep
packet |atency |ow while delivering high bandwi dth. TIMELY is a

del ay- based congestion control protocol for use in the datacenter.

Because the RDMA transport is in the NIC and sensitive to packet

drops, PFC is necessary because packets drops hurt performance badly.
TI MELY needs PFC to provide | ossless underlay networKk.
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5.2.2. Credit-based Congestion Control

ExpressPass [ ExpressPass] is an end-to-end credit-schedul ed, del ay-
bounded congestion control for data centers. ExpressPass uses credit
packets to control congestion even before sending data packets, which
enabl es to achi eve bounded del ay and fast convergence. It uses end-
to-end credit transfer for bandw dth allocation and fine-grained
packet schedul i ng.

5.2.3. ECN based Congestion Contr ol

Data Center Quantized Congestion Notification (DCQCN) [DCQCN] is an
end-to-end congestion control schene for RoCEv2. DCQCN is a

conmbi nati on of ECN and PFC to support end-to-end | ossl ess Ethernet.
The idea behind DCQCN is to allow ECN to do flow control by
decreasing the transm ssion rate at the sender when congesti on
starts, thereby mnimzing the tinme PFC is triggered. Configuring
the ECN and PFC tinmeouts is challenging when there are nore routers
in the DC

5.3. Re-ordering

When the packets arrive at the destination out-of-order, the
destination should store the packets to restore the order.
Destinati on shoul d assign special buffer resource to performre-
ordering. There are many nethods to inplenment the re-ordering either
on the switches or on the N C side.

5.4. Load Bal ancing
5.4.1. Equal -cost nmulti-path routing (ECVP)

RoCEv2 packets use an opaque flow identifier in the UDP Source Port
field for ECVP nethod to inplenent path sel ection nechanisns for | oad
bal anci ng and i nprove utilization of the fabric topology.

Tradi ti onal ECMP cannot bal ance | oads well in the data center network
because it splits |loads at the granularity of flow The finer the
granularity of |oad bal ancing, the nore effective the | oad bal anci ng
is and the higher the utilization of network bandw dth can be

achi eved.

5.4. 2. FI ow et

The typical Flow et-based |oad balancing is CONGA [ CONGA]. CONCGA is
a networ k-based di stributed congestion-aware | oad bal anci ng nechani sm
for datacenters. It splits TCP flows into flowets, estimtes real -
time congestion on fabric paths, and allocates flow ets to paths
based on feedback fromrenote sw tches.
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Flow ets are bursts of packets froma flow The idle interva

bet ween two bursts of packets is larger than the maxi num difference
in latency anong the paths. So the second burst can be sent along a
different path than the first wi thout reordering packets.

5.4.3. Per-packet

The effect of packet-based | oad balancing is the best because the
corresponding granularity is the smallest. The consequence is that
packets belonging to the sane flow w |l be allocated to different
paths. \When the forwardi ng delays of paths are different, it is
possi bl e that packets may arrive at the receiver out-of-order.

6. Data Center Congestion Managenent requirenents

The first issue is with incast traffic. Network congestion happens
in the network routers when the incomng traffic is larger than the
bandwi dth of the outgoing link on which it has to be transmtted.
Congestion is the primary source of loss in the network, congestion
| eads to performance degradati on.

The data sender mekes its congestion managenent deci sion based on
information fromthe data receiver which provides partial information
about the state of the network itself.

Anot her issue to address is packet |oss due to out-of-order packets
whi ch nmay happen when | oad bal ancing is used. RoCEv2 adopt Go-back-N
| oss recovery and requires | ossless fabric to prevent retransm ssion
but is not addressing the packet |oss due to re-ordering.

RoCEv2 relies on Link-Layer Flow Control |EEE 802. 1Qbb(PFC)

[ 1 EEE. 802. 1QBB_2011] to provide a |ossless underlay networKks.

Lossl ess networks is inplenent by a mechani smof flow control, which
pauses the traffic with priority granularity in the incomng link
before the buffer overfills, and by that prevents the case of
droppi ng packets [Congesti onManagnent]. However, PFC can lead to
poor application performance due to problens |ike head-of-1ine

bl ocki ng and unfai rness [ DCQCN] .

Al t hough DCQCN is widely depl oyed, due to the |ack of fornal
specification, vendors have their own inplenentations which nmake it
difficult to interoperate with each other efficiently. Mreover, the
potenti al new congestion control nechani snms should al so be consi dered
to be conpatible with existing ones.

Besi des, with the devel opment of RDVA fabric, the m xture of RDVA

traffic and normal TCP traffic mght also bring i ssues due to their
enpl oyed different flow control and congestion control nechani sns.
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In order to achieve the high throughput and low | atency in the | arge-
scal e datacenter network, the follow ng requirenments for datacenter
net wor k congesti on managenent are suggest ed:

0 Resolve incast traffic in the network.

o Provide nore efficient network congestion managenent for RDVA
traffic to avoid retransm ssion.

o0 Provide better interoperability between vendors.
o0 Provide fairness mxture of RDVA traffic and normal TCP traffics.

o Provide conpatibility when nore than one congestion control
mechani smis used.

7. Sunmmary

As discussed in Section 6, we need an enhancenent to current RDVA
transport protocols with stronger capability of congestion managenent
to achi eve the high throughput and low | atency in the |arge-scale

dat acenter network. Network co-operation can help with getting
better information to the data sender. The solution should al so have
nore flexible requirement fromthe underlay network. The sol ution
shoul d enabl e better congesti on nmanagenent capabilities and
interoperability for ROCEv2 and i WARP in the data center environment.

8. Security Considerations
TBD
9. | ANA Consi derations
No | ANA action
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