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1 Container Nane System

1.1 Introduction This draft is the conpanion to [Huawei -nane] and
illustrats the container resolution system (hereinafter referred to
as NRS) . The NRS assists the routing requirement of the container
name, which is the extension of conventional Information Centric
Net wor ki ng (hereinafter referred to as ICN) nani ng.

1.2. System Architecture

An NRS is conposed by a nunber of distributed container nanme systens
(hereinafter referred to as CNS) deployed in an I CN network. CNS

mai ntai ns the mapping fromcontainers to its access containers. The
concept of contalner, container name, container set , container

assi sted routing, resolvable contai ner nane, and access contai ner are
described in [Huawei-nane]. The following figure illustrates the high
| evel CNS architecture.

Net wor k/ Cont ai ner A

Net wor k/ Cont ai ner B , - - -

I . / oo + \

/ oo + \( | CNS | )
/ | CNS | VA Foe--- + /
\ Fommm - + / B oL

Figure 1

For each container name, there is an authoritative CNS (hereinafter
referred to as A-CNS) acting as its final nane resol ution provider
and usually residing within the contai ner (network). One contai ner
can have an A-CNS for nmultiple containers. Oher CNS can identify
the A-CNS of its container via the container nane, e.g., with one of
the foll owi ng nethods:

-Use category tree hierarchy simlar to current DNS, and configure an
A-CNS for each container.

-Leverage contai ner assisted ICN routing nechanismto identify the A-
CNS of the container.

Since containers are part of the hierarchical tree or DAG of a
content name, they have to know their predecessor and successor(s) in
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the tree or DAG [ Huawei -nanme]. Thus CNS within a contai ner has the
simlar know edge of its predecessor and successor(s). If a CNS of a
contai ner cannot |ocate the A-CNS of its container, it asks the help
fromits upper |evel CNS

Regi stration and unregi stration operation of a container has to be
done on its A-CNS. OQther CNS, for exanple the CNS for the |oca

access container, proxies the registration and unregisration requests
to the A-CNS. In other words, the final resolution result of a
contai ner nane nust cone fromits A-CNS. For any resol ution request,
if an intermediate CNS has the result cached, then it can reply
directly, otherwise this CNS has to forward the request to its A-CNS
and caches the resolution result according to the predefined policy.

1. 3. System Conponents of CNS

CNS has 3 conponents, DataBase (hereinafter referred to as DB)
Executi on Engi ne, and Network interfaces.

o m e e e e e e e e e e e e o +
| T +
| Container | Database ||
| Nane R +
| System | Execution Engine |
| R +
| | Network Interface]|
| L + |
R R R +
/ |
/ |
e [---+ e B B +
| Custoner | | Network | | O her
| dient | | Devicel | | Contai ner |
| End User | | Network | | Nare |
| Device | | Services | | Systemns |
S + S + o e e e e o +
Figure 2

Dat abase stores resolution related data. |Inplenentation details can
| everage current DB technologies or file systens.

Execution engine is responsible for processing resolution rel ated
logic. It analyzes packet fromnetwork interface, operates on DB, and
sends operation result out of Network interfaces.

Network interfaces sends/receives |CN packets according to ICN

protocols. It receives Interest packet fromclient, end device,
networ k node, service or other CNS, and sends packet to the execution
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engi ne for further processing. It forwards Data packet by follow ng
the instruction from execution engine.

2 Contai ner Nane Schene
2.1 Content Nanme Conposition

We propose to reserve a few keywords in ICN for the contai ner name
resol uti on operations. They are RESOLVE\ REG STER\ UNREGQ STER,
representing 3 prinitive operations: as inquiry, registration and
unregi stration, respectively. Keywirds are configured automatically
or manually during ICN joining into the network.

Once a CNS with resolution capability joins into ICN, it publishes
af orenenti oned keywor ds(RESOLVE\ REAQ STER \ UNREAQ STER) according to
the ICN rules. Any |ICN node who receives the published packet will
add table entries associated with those keywords to its FIB. Al
those entries point to the CNS

We then prefix resolution keyword to the content ID required
resolution to be the new content ID of |ICN packet (Interest/Data).
Si nce each node in ICN use LPMto | ookup FIB for forwarding, any
mat ch of the keyword will route the resolution request to the

af orenenti oned CNS

We can al so use container assisted resolution to route packet to a
CNS. In this case, CNS publishes the nane of the container that it
resides in [super container] to ICN according to ICN rul es. Any node
in ICNwll add routes accordingly. W can use the routing protocol
described in draft [Huawei-nane] to route interest to CNS by adding
super container nanme as the suffix to aforenentioned Content ID

For exanple, CNS has published that it resides in the super container
named RESOLVER to the ICN. The interest to inquiry

"chi namobi | e/ j ohndoe" can be conposed as

" RESOLVE/ chi nanpbi | e/ j ohndoe| RESOLVER' .

2.2. Container nane Registration

The registration operation utilizes ICN protocol's Interest packet to
carry the request, and uses Data packet to carry the reply
(resolution result).

In details, information of container A registration includes:

"repl ace (Yes/No){access provider Container B/ Container set Cwth

its properties (attributes)}", for exanple: "( replace=yes;){cn/gd/sz
TTL =100 | hostsrv.com resol vabl e=yes; TTL =5000; }". Were:

-Val ue of Replace field can be Yes or No (True/False?) |If container A
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exi sts in CNS

--1f Replace value is No: Insert the new resolution result to the
front of result list. If container B or container set C has already
existed in CNS, then delete the old result.

--1f replace value is Yes: Directly replace the existing resolution
result with the new one.

--By default, "replace=no", even with the absence of REPLACE field.
--Exampl e: "Regi ster /chinanmobil e/johndoe" ->"

repl ace=yes;){cn/gd/sz ; TTL =100 | hostsrv.com resolvabl e=yes; TTL
=5000; }" For now, original resolution result of

"chi namobi | e/j ohndoe" will be invalid and will be replaced by

"cn/ gd/ sz" and "hostsrv. cont

- Resol vabl e val ue (Yes/No): Wether the resolution result (container
B/ cont ai ner set C) can be resol ved again. The operation of recursive
resol ution can be seen as the expansion of resolution results. The
expansi on resol uti on can be done when witing to Database, or when
resol ution systemidling, or when receiving a resolution request.
-(Optional) TTL (Unit Second): Tine of the resolution result can be
cached. The result will not be cached if this value is 0.

Regi stration infornati on can be put into Selector field. A new
property, RESOLVE is added to represent nane solution (see Figure 3)
to hold register and unregi ster information

In the Data packet, it also carries the success or failure

i nformati on of the registration operation. In this reply Data packet,
the "signed info" field has to set as "no caching" (This is

i mpl enent ati on dependent), this setting ensures upconing Interest

requests will not be replied by the internediaries but the CNS
Af orenentioned content nane register and unregister information , it
can be put directly into content name field rather than in Sel ector
field. The whole content nane will be conposed of content ID and
content name register/unregister information. As illustrated in
Figure 4.
I nt erest Packet
oo o - + Fomm - o - + o e e e e e e e oo +
| REQ STER | | Content | | resol ve=(repl ace=yes)
| /chinanobile |===>] Nane | | {lcn/gd/sz ; TTL =100
| /johndoe | Fomem - - + | | hostsrv.com |
| | RESOLVER | | Sel ector |<====| resolvabl e=yes;
oo + n + | TTL =5000} |
| Nonce | R T T +
R SR +
Figure 3
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R R T R + I nterest Packet
| REG STER/ chi nanobi |l e/ | \ R +
| johndoe=(repl ace=yes) [\ | Content Nane |
| {|] cn/gd/sz ; TTL =100 | e R +
| | hostsrv.com |/ | Sel ector
| resol vabl e=yes; | / | (Order Preference,...)
| TTL =5000} | RESOLVER |/ A R +
L + | Nonce |

o +
Fi gure 4

2.3 Unregi ster Container nane

2013

The purpose of this operation is to unregi ster the access contai ner

B/ contal ner set C for container A |In other words, container

B/ contai ner set Cis renpved or voided fromcontainer A's resol ut
result list. This operation piggybacks on ICN protocol's Interest
packet to carry the request, and | everages Data packet to carry t

reply.

i on

he

In details, the unregistration information of a contai ner nane | ooks

i ke: "{access provider container B/container set C". For exanpl

€,

"{cn/gd/sz ; | hostsrv.com}". This information is in the new added

properties in Selector field sinilar to that of registration
operation.

-1f container A does not exist in CNS, or there is no aforenentioned

contai ner B/container set C as the resolution result of container A
then CNS replies failure status.
-If there are resolution results, renmove them from CNS
-If all resolution results are renoved successfully, then reply
"total success", otherwi se, reply "partial success" with failed
portions and reasons. The common reason i s "non-exist".
-If resolution result of container A does not exist, then renpve
container A fromCNS. The operation result will be carried back by
Data Packet simlar to that of registration. The Data Packet will be
set as uncacheabl e.

2. 4. Resolve Container name
The purpose of this operation is to obtain container B/container set

C which provides access service for container A This operation

utilizes ICN protocol Interest Packet to carry the request, and Data

packet to carry the resolution result.

In details, the carried packet has to include content nanme A For
exanpl e "chi nanobi | e/ j ohndoe"
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The resolution result is carried back by Data packet in the Data
field, for exanple, "airchinal/cal31l4; resol vabl e=yes;ttl=5000; ||
cn/beijing; ttl=1000;||hostsrv.com ||| cn/gd ||| cn/beijjing ||
us/ca", CNS will do the follow ng:

-If content name A does not exist in the CNS, then replies "failed"
or NULL.

-Return the resolution result of container Ain order. If the result
cont ai ner nane has the "resol vabl e=yes" property, then it can be
further resolved. The resolution results can be inserted in the
original result by follow ng the nethod described in [ Huawei - nane]
-If the result has TTL property, the caching timer at Signed Info
field of Data packet (inplenentation details may be different, for
exanple, in CCN, it is FreshnessSecond, in NDN it is staletime) wll
be set as the mininumof TTL (in previous exanple, it is 1000)

-The intermediaries |CN nodes can cache the resolution results inits
Content Store (hereinafter referred to as CS). Cache Tinme can be
processed according to ICN rul es. Request packet is shown in Figure

| {johndoe.com bl og/ 2012/ June01/ main. htm |
| | chinanobile/johndoe; resol vabl e=yes} |

| First iteration of resolution

ai rchi na/ cal314 ; resol vabl e=yes; ttl=5000

j |
| chinanobil e/johndoe; resol vabl e=yes |
| |
| hostsrv.com resol vabl e=yes; ttl=1000}

o e m e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| Second iteration of resolution
Vv
o e m e e e e e e e e e e e e e e e e e e e e e e e e +
j ohndoe. coni bl og/ 2012/ June01/ nai n. ht n
chi namobi | e/ j ohndoe; resol vabl e=yes

cn/beijing; ttl=1000

|
|
| airchina/cal3l4; resol vabl e=yes; ttl=5000

|| |
| host srv. com |
I |

cn/gd ||| cn/beijjing ||| us/ca}

TS +

R R + I nt erest Packet

| REG STER | e R T +

| /chinanpbile }===>] Content Nanme Contai ner(s) |

| /johndoe | R e R +

| | RESOLVER | | Selector |

e + e +
| Nonce |
o e m e e e e e e e e e e oo - o - +
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Dat a Packet Ao e +
R L + | RESOLVE/ chi nanobi | e/ j ohndoe
| Content | === m e e - +
| Name | A R E R T R
R + | |airchinal/cal3l4; resol vabl e=yes;
| Signature | | ttl=5000
AR R + | || cn/beijing; ttl=1000
| Signed Info |<===| |hostsrv.con resolvabl e=yes;
A + | ttl=1000
| Data | | || ecn/gd || cn/beijing || us/ca
o m e e e e e oo e

Figure 5

2.5. Packet flow in network

Packet flow of a client/request node requesting container
regi stration/unregistration is shown in Figure 6.

: Fomm e +
| ACNS | .
Fo-em - = ) I nt erest
T4 YO / I I +
Dat a P AT ¢ | REG SER |
Foe o + O] | / chi namobi | e
| REG SER | "o | /j ohndoe| CMCC |
| / chi nanobi | e| oL R L +
| /j ohndoe | y-. , 0P
R + - T-dO -.
e v oo oo
y - dOP| CNS | | I nt er est
( [ + ,000P" +----- + [+-------m- - +
\ | TCN | (O ; | REA SER
\ | Node | ,-' | /chinanpbile
) +----do+ g | /j ohndoe
+- - YO / A +
_:0o.----"
++' ' YQo.
Dat a q
Fomm e o - + +- oo+ Fomm - o - +
| REG SER | | 1CN , oooo End |
| / chi nanobi | e| | Node |'''' Device |
| /j ohndoe | +o----- + SRR +
S +

Figure 6 container registration/unregistration
-Utilize Interest Packet to request nane resolution to |ICN
-Local CNS processes the Interest Packet first.

Wang, et al. Expi res August 21, 2013

[ Page 9]



| NTERNET DRAFT I CN- Nami ng- Rout i ng February 17, 2013

-1f the local CNS is the aforenentioned A-CNS of this contai ner, then

registration will be done. A Data packet with result will be sent
back.
-If not, the Interest packet will be routed out to the next |level CNS

or A-CNS (for exanple, CMCC) of container A, per the preset rules,
until the registration/unregistration operation can be done on A-CNS
-The intermediaries CNS will forward the Data packet to the origina
requester once it receives the Data packet fromnext |evel CNS or A-
CNS.
Dat a packet of Register/Unregister does not allow to cache by
ternediaries. This can be done by set "no-caching"” in Data packet

I

i
[ CN protocol

n
n
Packet flow of a client/a node requesting a resolution of container
is showmn in Figure 7.

Dat a
o m e e e oo - +
| RESOLVE | oo +
| / chi namobil e | | A- CNS
| /j ohndoe | +----- + Interest
Fom - +  H------ + / Fom - +
Dat a | Local |/ | RESOLVE
R + |CNS | | / chi namobi | e
| RESOLVE | +-+----+ | /j ohndoe
| / chi namobil e | | | | oMcC
| /j ohndoe | | Foem - +
S + |
Content Store -4 -+
Fomem - - Fomem - - + | 1 CN +----+ I nt erest
| Name | Data | | Node| - ----- | I CN AR T +
e e + +-+- - + . " Node| | RESOLVE |
| RESOLVE | airchina | / R SR | / chi namobi | e
| /china | /cal3isd; | / . | /j ohndoe
| rmobile | resolved | +---++ .-'Interest | | RESOLVER
| /johndoe | =yes; | JICN]|." +------mmmm--- S e +
| [ ... | | Node| | RESOLVE |
e e + - +--+ | / chi narmobi | e
| | /j ohndoe |
| | | RESCLVER
R R - S IR SpRp R + et +
| requester | | requester
F-- - - - + Dat a F-- - - - +
. +
| RESOLVE |
| / chi namobi | e
| /j ohndoe |
o m e e e oo - +

Figure 7 resolution of container
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-Utilize Interest Packet to request nane resolution to | CN

-Local CNS processes the Interest Packet first.

-1f local CNS can resolve the request, it returns a Data packet with
resolution result.

-If it cannot be resolved, then appends the nane of next |evel CNS or
the nane of A-CNS (for exanple, CMCC) of container A by follow ng the
preset rules. Route the Interest packet accordingly.

-After gets Data packet back fromnext |level CNS or A-CNS, then it
inserts the resolution result into its Database. It generates a new
Dat a Packet .

-The internedi ari es passed by Data packet will forward the Data
packet as well as cache it inits CS table, according to the content
forwardi ng rule.

-If the same request conmes into this internmediary, then Data packet
will be fetched fromcache and return back to requester, according to
the content forwarding rule.

3 I nplenentation of CNS

Aforenentioned CNS is based on I CN node (support |CN protocol at
lower level). It is responsible for name registration and resol ution
It can be part of a resolution systemtogether with other CNS' .

Any end devi ce/ network device/service can register its access
contai ner/container set in the CNS to enabl e ot her devices and
services to inquiry them Meanwhile, it has the capability to work
seam essly with other CNS

As illustrated by Figure 8, John Doe applied a personal donain nane
“chi namobi | e/ j ohndoe", China Mobile provides access service for him
Current access location is Shenzhen, Guangdong. Thus he registered
the container as "cn/gd/sz"; the sane user applied a third party
(Hostsrv) to provide himwith service. The nanme of the specific
access container of the service can be obtained via resolution | ookup
(For example, Hostsrv provides 3 DCs for John Doe at "cn/gd"
“cn/Beijing", and "us/ca"). Thus the container is registered as

"host srv. com resol vabl ezyes”. Once ICN receives Interest packet with
nanme "chi nanobil e/ johndoe", it sends resolution request to CNS. After
two iterations of resolutions, NRS returns the resolution results.

I nt er est
Fom e e a e +
| Content Nane = |
R + | {j ohndoe. con bl og
| Regi st er | | /2012/ June01
| / chi narmobi | e | |/ main. htm |
| /j ohndoe --> | | | chi nanobi | e/ ohndoe;
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repl ace = yes) [---------- + | resol vabl e=yes}
| .

|

| |
| | hostsrv.com |
| |
| |

resol vabl e=yes; v S L +
TTL =5000} R RESOLVE
R LR + | CNS | / chi nanobi | e/ j ohndoe
F- - -+ Fom e e e e e e e m - +
o + N
| Regi st er | | A +
| / hostsrv.com --> | | {lcn/gd/sz ; TTL =100
[{]cn/gd ; | | | host srv. com |
| TTL =10000 [-------- + resol vabl e=yes;
| |cn/beijing ; | TTL =5000}
| TTL =10000 | R +
| |us/ca; TTL =5000} | |
R I I R A + Vv
T +
{lcn/gd/sz
TTL =100

| host srv. com
resol vabl e=yes;

TTL =5000
|| en/gd ; TTL =10000
| | cn/ beijing
TTL =10000
| | us/ ca; TTL =5000}
o m e e e e e e e e oo +

Figure 8

Anot her inplenentation nmethod is to return the direct resolution
result. If client wants to resolve the resol vable container, then it

can send anot her resolution request. Figure 9 illustrates the
pr ocedure.
I nt er est
T +
| Content Nane = |
R + | {j ohndoe. con bl og
Regi st er | /2012/ June01 |
/ chi nanmobi | e |/ main. htm |
/johndoe --> | | chi nanobi | e/ j ohndoe;
(replace = yes) |---------- + | resol vabl e=yes} |
{|] cn/gd/sz ; | R T T +
TTL =100
| host srv. com |
resol vabl e=yes; v S L +
TTL =5000} +----+ | RESOLVE
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LR + | CNS | | / chi nanobi | e/ j ohndoe
F- - -+ Fom e e e e e e e m - +
o + N
| Regi st er | | R +
| / hostsrv.com --> | | | {| cn/gd/sz ; TTL =100
[{]cn/gd ; | | | | hostsrv.com |
| TTL =10000 [-------- + | resol vabl e=yes;
| |cn/beijing ; | | TTL =5000}
| TTL =10000 R +
| |us/ca; TTL =5000}
Fom e e e o + o e e e e e e oo +
| RESOLVE |
| / hostsrv.com |
Fom e e e e e e e m o +
T +
| {||cn/gd ; TTL =10000
| ||cn/beijing ; |
| TTL =10000 |
| ||us/ca; TTL =5000} |
o e e e e e oo +

Figure 9
4 Execution Engi ne Process Logic

Det ai | ed steps:

1.1s the receiving packet Interest packet or Data packet? If it is

i nterest packet, go to step 2, otherwise, go to step 10.

2. Check operation type. If it is "register/unregister"” type, then go
to step 3. If it is "resolve" type, then go to step 8

3. Use this node as A-CNS? Yes, go to step 4, otherwise go to step 9.
4.1f it is "register" type, go to step 5, otherw se renpve contai ner
nanes identified by Interest packet fromthe result list, go to step
12.

5.1f container nane about to register exists, go to step 6,

ot herwi se, add new contai ner nane and associated resolution results
to Table. CGenerate Data packet with successful status, go to step 7.
6.

i.If "replace=true", then replace the existing resolution results
with the ones carried frominterest packet, generate Data packet with
successful status, go to step 7.

ii.lf "replace=false" or no replace property, then insert resolution
results frominterest packet to the front of the container list. If
contai ner nane in interest packet is the sane as of old resolution
results, renove original associated table entry. Generate Data packet
with successful status, go to step 7.

7.(This optional step can be skipped and directly go to step 12).
Traverse resolution results; index all resolvable containers. If a
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resol vabl e container can't be resolved locally, then route Interest
packet to the next level CNS or A-CNS of the container nane. Wait for
result carried back by Data packet. If the result is NULL, this
cont ai ner name cannot be resolved. Return failure status in Data
packet, otherw se, create index to the next |evel resolution
CGenerate a conplete Data packet with resolution results from al
iterations, go to step 12

8.

i . Does container nane exist in the table? If not, then go to step
9. If yes, then traverse all resolution results, insert generated
Data packet. Go to step 12 after all results have been checked.

ii.(Optional Step) If some of the results are resol vable
("resol vabl e=yes"), then resolve the container recursively by using
this step. If the same result has been resolved (the same contai ner
nane has been packaged into Data Packet), then ignore the result, and
keep the traverse the next item (container name).

9. Append cont ai ner name of next level CNS or A-CNS to the content ID
in Interest Packet per preset policy. If there is a container nane
associ ated to the node, renpve it. Generate a new Interest packet and
route it out, and waiting for the returning Data packet.

10.1f the reply Data packet is for register/unregi ster request,
forward Data packet to the original requester, go to step 12. If the
reply Data packet is for resolution request, go to 11

11.Create table entry per the content ID (container nane in this
context) and resolution result within the Data packet, If the same
cont ai ner nane exists, replace or renpve it fromthe table per the
preset rules. CGenerate Data packet based on local table results. If
resolution result is NULL then no table entry is created. If this
resolution is triggered by previous REQ STER resolution, go to step
7, otherwise, it is caused by RESOLVE resolution, go to step 6.
12.Call network interface nodule to forward Interest or Data packet.

| ANA Consi derati ons

No | ANA consideration for this draft.
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