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Abstract

Thi s docunent describes service nodel for scenarios requiring
determ ni stic networKki ng.

This new version 02 of the DetNet Service Mdel draft is primarily
intended to prevent it fromexpiring. Major parts of this docunent
were noved to the architecture draft, but sonme remaining text is
under discussion in the workgroup (e.g., QS, etc.).

Status of This Meno

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nmay al so distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Novenber 3, 2017.
Copyright Notice

Copyright (c) 2017 I ETF Trust and the persons identified as the
docurment authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
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the Trust Legal Provisions and are provided w thout warranty as
described in the Sinplified BSD License.
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1. Introduction

A Determnistic Networking (DetNet) service provides a capability to
carry a unicast or a nulticast data flow for an application with
constrai ned requirenents on network performance, e.g., |ow packet

| oss rate and/or latency. During the discussion of DetNet use cases,
Det Net architecture, and various rel ated networki ng scenari os,
several confusions have been raised due to different service nodel
interpretations. This docunent defines service reference points,
servi ce conponents and proposes nam ng for service scenarios to

achi eve common under st andi ng of the Det Net service nodel.
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2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

The | owercase forns with an initial capital "Must", "Mist Not",
“Shall", "Shall Not", "Should", "Should Not", "May", and "Optional"
in this docunent are to be interpreted in the sense defined in

[ RFC2119], but are used where the normative behavior is defined in
docunents published by SDOs other than the | ETF.

3. Term nol ogy and Definitions

Additional ternms to [I-D.ietf-detnet-architecture] used in this
draft.

DetLink: Direct Iink between two entities (node/end system used for
determni stic transport.

Det Net flow. A DetNet flowis a sequence of packets to which the
Det Net service is to be provided, see
[I-D.ietf-detnet-architecture]. This docunent distinguishes the
followng three formats of Det Net fl ows:

App-flow. An App-flowis a data flow between the applications
requiring determnistic service. An App-flow does not contain
any DetNet related attributes.

Det Net-s-flow. A DetNet-s-flowis an App-flow extended with sone
Det Net service |ayer attributes.

Det Net-st-flow. A DetNet-st-flowis an App-flow extended with
bot h Det Net service |ayer and DetNet transport |ayer
attributes, i.e., encapsul ated according to the forwarding
paradi gm of the Det Net donmai n.

Det Net-NNI: NNl between Det Net donai ns.

Det Net-UNI:  UNI of a DetNet edge node to provide DetNet service for
a connected node or end system

Det Networ k:  Transport network between Det Net-st-flow endpoints.
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4. End systens connected to Det Net

Determ ni stic connectivity service is required by tinme/loss sensitive
application(s) running on an end system during conmunication with its
peer(s). Such a data exchange has various requirenments on del ay and/
or | oss paraneters.

A DetNet flow [I-D.ietf-detnet-architecture] can have different
formats during while it is transported between the peer end systens.
Therefore, the foll ow ng possible formats of a DetNet flow are

di stinguished in this docunent:

o App-flow native format of a DetNet flow. It does not contain any
Det Net related attri butes.

0 DetNet-s-flow specific format of a DetNet flow It is an App-
fl ow extended with sonme DetNet service related attributes (i.e.,
Fl ow- 1 D and/ or Seq-num .

0 DetNet-st-flow specific format of a DetNet flow It is an App-
fl ow extended with both Det Net service | ayer and Det Net transport
| ayer attributes, i.e., encapsul ated according to the forwarding
paradi gm of the Det Net domai n.

App-flow and Det Net-s-flow are generated by end systens. Det Net-st-
fl ow can be generated by a Det Net edge node or an end systemthat is
an integral part of a DetNet domain. Further details are described
bel ow. This docunment uses the exact DetNet flow type where it is

i nportant to distinguish the flow type; otherwi se, the generic term
i.e., DetNet flowis used.

The native data fl ow between the source/destination end systens is
referred to as application-flow (App-flow) as shown in Figure 1. The
traffic characteristics of an App-flow can be CBR (constant bit rate)
or VBR (variable bit rate) and can have L1 or L2 or L3 encapsul ation
(e.g., TDM (tinme-division multiplexing), Ethernet, |P).

[Note: Interworking function for L1 application-flows is out-of-scope
in this docunent, therefore, not depicted in figures.]
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Figure 1: End systens connected to Det Net

An end system may or may not be DetNet transport |ayer aware or

Det Net service |ayer aware, see [I-D.ietf-detnet-architecture]. That
is, an end system nmay or may not contain DetNet specific
functionality. End systens with DetNet functionalities may have the
sane or different transport |ayer as the connected Det Net donmai n.

G oupi ng of end systens are shown in Figure 2. (Note: A "TSN end
systent of [I-D.ietf-detnet-dp-alt] is an exanple for a "Det Net
unawar e end systemni'.)

o m e e e e e e e e e e e e e e +
No Det Net | Det Net unawar e |
functions | end system |
Fom e e e Fom e e e +
Wth DetNet | Det Net awar e | Det Net |
Functi ons | end system | end system |
Fom e e Fom e e +
Sonme Det Net Det Net Service
Servi ce Layer and Transport Layer

Figure 2: Gouping of end systens

End systen(s) may or may not be directly connected to the Det Net
transport network. This docunment assunmes direct connection in the
remai ning part. The end systemtypes are:

o A "DetNet unaware end systeni originates a native data flow (App-

flow. Such end systens usually assune dedicated (and direct)
connectivity to their peers, which is replaced by the Det Net
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network. Its connection to a DetNet network requires a Det Net
edge node, that creates a DetNet-st-flow (wth proper Flow ID and
Seg-num attri butes) by encapsul ating the native data fl ow
according to the forwardi ng paradi gm of the connected Det Net
domai n.

o0 A "DetNet aware end system may contain sone DetNet specific
service functionalities and it extends the App-flow with rel ated
Det Net specific flow attributes (i.e., FlowID and/or Seg-num
The resulting flowis referred to as DetNet-s-flow as it contains
service | ayer specific fields, but the format of the DetNet-s-flow
encapsul ation is not identical with the forwardi ng paradigm(i.e.,
the transport layer) of the DetNet domamin. Therefore, it has to
be connected to a Det Net edge node. DetNet aware end systens can
be, e.g., an IP end systemw th sone DetNet service functions
connected to an MPLS-based Det Net domai n.

0 A "DetNet end node" has DetNet functionalities and the sane
forwardi ng paradi gm as the connected Det Net domain. It can be
treated as an integral part of the DetNet domain, therefore, it is
connected to a DetNet relay node (or to a DetNet transit node).

It originates a DetNet-st-flow (i.e., the App-flow is extended
wthin the end systemwith all the DetNet specific flow attri butes
used inside the Det Net domain).

These end systens are shown in Figure 3. A DetNet-UNI ("U"' on
Figure 3) is assunmed in this docunent to be a packet-based reference
poi nt and provi des connectivity over the DetNet domain. A DetNet-UN
may add forwardi ng technol ogy specific encapsulation to the App-flow
/| DetNet-s-flow and transport it as a DetNet-st-flow over the

net wor K.
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Figure 3. Types of end systens

[ Note: DetNet aware end systens can be also treated as a special mx
of a DetNet unaware system and a DetNet end system It is simlar to
a DetNet end systemas its data flow contains DetNet attri butes,
however, those attributes cannot be used directly inside the Det Net
domain, e.g., due to the different transport layer. Therefore, it is
also simlar to DetNet unaware end systens as it nust be connected to
a Det Net edge node to adapt, e.g., the encapsul ation of the Det Net
flow to the forwardi ng paradi gm of the DetNet domain. A typica
exanpl e showi ng a Det Net aware end system can be the foll ow ng
scenari o: an end system encapsulates its App-flow in |IP-RTP packets.
It assunmes a single connection to its peer, therefore, the Seq-num
field is not used by the end-system It is connected to an MPLS-
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based Det Net domai n that has redundant paths and applies service
protection via the duplication and elimnation functionality. As per
[I-D.ietf-detnet-architecture], the addition or renoval of packet
sequencing information is the job of a Det Net edge node. As
forwarding i s MPLS-based, the Seg-numrequired for service protection
is created and added to the DetNet-s-flow by the Det Net edge node (in
the PWcontrol-word field).]

5. DetNet service nodel
5.1. Service paraneters

The Det Net service can be defined as a service that provides a
capability to carry a unicast or a nmulticast data flow for an
application with constrai ned requirenents on network performance,
e.g., low packet |loss rate and/or | atency.

Del ay and | oss paraneters are sonewhat correl ated because the effect
of late delivery can be equivalent to | oss. However, not al
applications require hard limts on both paraneters (delay and | oss).
For exanple, sone real-tinme applications allow graceful degradation
if loss happens (e.g., sanple-based processing, nedia distribution).
Sone others may require high-bandw dth connections that nake the
usage of techniques |ike flow duplication economcally challenging or
even inpossible. Some applications nmay not tolerate |oss, but are
not delay sensitive (e.g., bufferless sensors).

Primary transport service attributes for DetNet transport are:

o Bandw dth paraneter(s),

o Delay paraneter(s),

0 Loss paraneter(s),

o Connectivity type.

Tinme/l oss sensitive applications may have sonmewhat speci al

requi renents especially for loss (e.g., no loss in two consecutive
comuni cation cycles; very |ow outage tine, etc.).

Two connectivity types are distinguished: point-to-point (p2p) and
poi nt-to-nmultipoint (p2np). Connectivity type p2np is created by a

transport |ayer function (e.g., p2np LSP). (Note: np2np connectivity
is a superposition of p2nmp connections.)
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The figures bel ow show the Det Net service related reference points
and conponents for various end system scenarios (Figure 4 and

5. 2.
Figure 5).
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Figure 4. DetNet Service Reference Model
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Figure 5. DetNet Service Reference Mddel (single domain)
5.3. Reference Points

From servi ce nodel design perspective a fundanmental question is the

I
e

ocation of the service endpoints, i.e., where the service starts and
nds. The follow ng reference points can be distinguished for the

Det Net use cases:

0]

Var g

App-fl ow endpoint: End systenis internal reference point ("O') for
the native data fl ow.

Det Net -s-fl ow endpoi nt: Det Net aware end system s internal
reference point ("V').

a & Farkas Expi res Novenber 3, 2017 [ Page 10]



I nternet-Draft Det Net Servi ce Model May 2017

0 DetNet-st-flow endpoint: DetNet edge node UNI ("U') or DetNet end
system s internal reference point ("W).

0o DetNet-UNI: UNI interface ("U') on a Det Net edge node.
0O DetNet-NNI: NNl interface ("N') between Det Net domains.

Data fl ow endpoints ("O', "V' and "W in Figure 4 and Figure 5) are
nore chal | enging fromcontrol perspective as they are internal
reference points of end systens. They are providing access to
determnistic transport for the native data flow (App-flow).

Det Net-UNI and DetNet-NNI ("U'" and "N' in Figure 4) are assuned in
this docunent to be packet-based reference points and provide
connectivity over the packet network and between domai ns. A Det Net -
UNI adds networking technol ogy specific encapsulation to the App-flow
| DetNet-s-flowin order to transport it as a DetNet-st-flow over the
network. There are many simlarities regarding the functions of a
Det Net-st-fl ow endpoint ("W) and a DetNet-UNI ("U') but there may be
sonme differences. For exanple, in-order delivery is expected in end
systeminternal reference points, whereas it is considered optional
over the Det Net- UNI

5.4. Service scenari os

Usi ng the above defined reference points, two najor service scenarios
can be identified:

o0 End-to-End-Service: the service reaches out to final source or
destination nodes, so it is an e2e service between application
hosti ng devices (end systens).

0 DetNet-Service: the service connects networking islands, so it is
a service between the borders of network domain(s).

End-to- End- Servi ce is defined between App-flow endpoi nts, whereas
Det Net - Service is between Det Net-st-flow endpoints. This allows the
peering of same |ayers/functions.

5. 5. Data fl ows

Three possible DetNet flow formats are distingui shed for unanbi guous
ref erences:

o App-flow data flow requiring determnistic transport between two
App-fl ow endpoints; data format is application specific (e.g., bit
streamdirectly mapped to Ethernet franes, etc.). It does not
contain any DetNet attributes.
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0 DetNet-s-flow simlar to the App-flow, but extended with sone
Det Net attributes as Det Net aware end systens have sone Det Net
service |ayer functionalities. However, the encapsul ation format
differs fromthe forwardi ng paradi gm of the connected Det Net
domai n, so those attributes cannot be used directly.

0 DetNet-st-flow data flow between DetNet-UNIs ("U') and/or Det Net
end systens ("W). This flowis extended with both Det Net service
| ayer and DetNet transport |ayer attributes. This format all ows
sinple flow recognition/transport/etc. during forwarding in the
Det Net domai n.

5.6. Service conponents/segnents

The fol lwing building blocks are used as reference to service
conponent s/ segnent s:

o DetLink: direct |ink between two entities (node/end system used
for determnistic transport.

o DetNetwork: network between Det Net nodes.

Any Det Net service scenario can be descri bed using DetLink and

Det Net wor k conponent s/ segnents. For exanple, the service between the
App-flow endpoints in Figure 4 can be conposed as a DetLink-1
(between the end systemon the left and the edge node of Domain-1) +
Det Net wor k-1 (of Domai n-1) + DetlLink-2 (between Donain-1 and Donai n-
2) + Det Network-2 (of Domain-2) + DetlLink-3 (between edge node of
Domai n-2 and the end systemon the right).

6. DetNet service instances
6.1. Attributes used by Det Net functions

The three DetNet functions (congestion protection, explicit routes,
service protection) require two data flowrelated attributes to work

properly:

o FlowID and

0 Sequence nunber (Seqg-Num).

These attributes are extracted fromthe ingress packets of the node
[I-D.ietf-detnet-architecture]. FlowIDis used by all the three

Det Net functions, but sequence nunber is used only by the duplicate
elimnation functionality.
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FIl ow- I D must be uni que per network domain. |Its encoding format is
specific to the forwardi ng paradi gmof the domain and to the
capabilities of internediate nodes to identify data flows. For
exanple, in case of "PWover MPLS", one option is to construct the
Flow 1D by the PWI abel and the LSP | abel (denoted as [PWI abel ; LSP-

| abel]). In such a case, internediate P nodes have to check al

| abel s to identify a DetNet flow, what may not be a valid option in
some depl oynent scenari os. Another possible optionis to use a

dedi cated LSP per data flow, so the LSP | abel itself can be used as a
Flow 1D (denoted as [LSP-label]). In such a case, the internediate P
nodes do not have to check the whole | abel stack to recogni ze a data
flow (Det Net flow), however, it results in larger L-FIB tables on the
MPLS nodes.

[Note: Seg-numrequires a control-word in the |abel stack in MPLS
domai ns, whi ch shoul d be recogni zed by internmediate S-PE (rel ay)
nodes. |

6.2. Service instance for DetNet flows

The Det Net network reference nodel is shown in Figure 6 for a Det Net -
Service scenario (i.e. between two DetNet-UNIs). In this figure, the
end systens ("A" and "B") are connected directly to the edge nodes of
the PSN ("PE1" and "PE2"). End-systens participating Det Net

conmuni cation may require connectivity before setting up an App-flow
that requires the DetNet service. Such a service instance and the
one dedi cated for DetNet service share the same attachnment circuit.
Packets belonging to a DetNet flow are selected by a filter
configured on the attachnent circuit ("F1" and "F2"). As a result,
data flow specific attachnent circuits ("ACA + F1" and "AC-B + F2")
are termnated in the flow specific service instance ("SI-1" and "SI -
2"). A PSN tunnel is used to provide connectivity between the
service instances. The encapsul ation used over the PSN tunnel are
described in [I-D.ietf-detnet-dp-alt].

The PSN tunnel is used to transport exclusivelly the packets of the
Det Net fl ow between "SI-1" and "SI-2". The service instances are
configured to inplement a flow specific routing or bridging function
dependi ng on what connectivity the participating end systens require
(L3 or L2). The service instance and the PSN tunnel nay or nmay not
be shared by nultiple DetNet flows. Sharing the service istance by
multiple DetNet flows requires properly popul ated forwardi ng tabl es
of the service instance.

Serving regular traffic and Det Net flows by the sane service instance
is out-of-scope in this draft, but some related thoughts are
described in Annex 1. Such a conbination can provide the required
connectivity before setting up a DetNet service.
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7.
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Figure 6: DetNet network reference nodel

[Note: There are differences in the usage of a "packet PW for Det Net
traffic conpared to the network nodel described in [RFC6658]. 1In the
Det Net scenario, the packet PWis used exclusivelly by the Det Net

fl ow, whereas [ RFC6658] states: "The packet PWappears as a single
point-to-point link to the client layer. Network-Ilayer adjacency

formati on and mai nt enance between the client equipnents will follow
the normal practice needed to support the required relationship in
the client layer ... This packet pseudowire is used to transport al

of the required |ayer 2 and layer 3 protocols between LSRl and
LSR2" . ]

Det Net flows over nultiple technol ogy domai ns
1. Flowattribute mappi ng between | ayers

Transport of DetNet flows over nmultiple technol ogy domai ns may
require that lower |ayers are aware of specific flows of higher

| ayers. Such an "exporting of flow identification" (see section 4.7
in[l-Dietf-detnet-architecture]) is needed each tinme when the
forwardi ng paradigmis changed on the transport path (e.g., two LSRs
are interconnected by a L2 bridged domain, etc.). The three nmain

f orwar di ng nmet hods considered for determ nistic networking are:

o IProuting

o MPLS | abel sw tching

o Ethernet bridging

The sinplest solution for generalized flow identification could be to
define a unique FlowID triplet per DetNet flow (e.qg., [IP: "IPv6-

fl ow1| abel "+"1 Pv6-address”"; MPLS: "PWI abel "+"LSP-| abel "; Ethernet:
"VLAN-| D'+"MAC-address"). This triplet can be used by the Det Net
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encodi ng function of technol ogy border nodes (where forwarding

par adi gm changes) to adapt to capabilities of the next hop node.
They push a further (forwardi ng paradi gmspecific) Flow 1D to packet
header ensuring that flows can be easily recogni zed by donain
internal nodes. This additional FlowID mght be renoved when the
packet | eaves a given technol ogy domai n.

[Note: Seg-num attribute may require a simlar functionality at
t echnol ogy border nodes. ]

The additional (domain specific) FlowID can be
0o created by a domain specific function or
o derived fromthe Flow ID added to the App-flow,
so that it nust be unique inside the given domain. Note, that the
Flow 1D added to the App-flowis still present in the packet, but
transport nodes may | ack the function to recognize it; that’s why the
additional Flow 1D is added (pushed).

7.2. Flow I D mappi ng exanpl es
| P nodes and MPLS nodes are assuned to be configured to push such an
addi tional (domain specific) FlowID when sending traffic to an
Et hernet switch (as shown in the exanpl es bel ow).
Figure 7 shows a scenario where an IP end system ("IP-A") is

connected via two Ethernet switches ("ETHn") to an IP router ("IP-
1").
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| P donai n
K e e e e e e e e e e e e e e e e e e e e e e e e e e e m e mm o m— e — - - -
+======+4 +======+4
| L3-1D | | L3-1D |
+======+ [\ (S + 4======+
[\ Forwar ds as |
/1 P-A per ETH 1D [1P-1 | Recogni ze
Push ------ > 4-t+----+ | oo+t <----- ETH 1D
ETH I D | oo fm e - + |
I v v I
| e + e + |
Fommm o + S +
+.o.. ... + | ETH 1+- - - - +ETH 2| +======+
L3-1D +----- + +----- + | L3-1D |
+======+4 +. ... .. + +======+4
| ETH 1D L3-1D | ETH 1D
+======+ +======+ F- - oo - - +
| ETH-1 D
F+======+

Figure 7: 1P nodes interconnected by an Ethernet domain

End system "I P-A" uses the original App-flow specific ID ("L3-1D"),
but as it is connected to an Ethernet donmain it has to push an

Et hernet-domain specific flowID ("VID + nulticast MAC address",
referred as "ETH 1 D') before sending the packet to "ETH 1" node.

Et hernet switch "ETH 1" can recogni ze the data fl ow based on the
"ETH- 1 D' and it does forwarding towards "ETH 2". "ETH 2" sw tches

t he packet towards the IP router. "IP-1" nust be configured to
receive the Ethernet Flow 1D specific nulticast stream but (as it is
an L3 node) it decodes the data flow ID based on the "L3-1D"' fields
of the received packet.

Figure 8 shows a scenari o where MPLS domai n nodes ("PE-n" and "P-ni)
are connected via tw Ethernet switches ("ETHn").
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MPLS domai n
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e m >
| MPLS-1 D | MPLS- 1 D|
+===—====+ +- - - - + +- - - - + 4=t - - - - - +
| | Forwar ds as | | | |
| PE-1 | per ETH 1D | P-2 4+----cmmmm-- + PE-2
Push ----- > - 4---+ | +---+-+ +----- +
ETH I D | +o-- - +----+ | \ Recognize
| v v | +-- ETHID
| e + e + |
+-- -+ | +--- -+
S U + | ETH 1+- - - - +ETH 2| +=======+
MPLS- | D. +----- + +----- + | MPLS- 1D
| ETH- 1D | +o. .. + | ETH- 1D |
+=======+ MPLS- 1 D B S +
F+=======4
| ETH-1 D |
+=—======+
Et her net domai n
Qo e mmmaaa o >

Figure 8 MPLS nodes interconnected by an Ethernet domain

"PE-1" uses the MPLS specific ID ("MPLS-1D"), but as it is connected
to an Ethernet domain it has to push an Ethernet-domain specific
flowID ("VID + multicast MAC address", referred as "ETH I D") before

sendi ng the packet to "ETH 1". Ethernet swtch "ETH 1" can recogni ze
the data fl ow based on the "ETH I D' and it does forwarding towards
"ETH2". "ETH 2" switches the packet towards the MPLS node ("P-2").

"P-2" nmust be configured to receive the Ethernet Flow ID specific
mul ti cast stream but (as it is an MPLS node) it decodes the data
flow I D based on the "MPLS-1 D" fields of the received packet.

8. Summary
Thi s document descri bes Det Net service nodel.

9. | ANA Consi der ati ons

N A.
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10. Security Considerations
N A.
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12. Annex 1 - Service Instance shared by DetNet and regular traffic

Thi s Annex contai ns sonme thoughts about scenarios where the service
instance is shared by DetNet and regular traffic.

12.1. L2 service instance shared by regular and DetNet traffic

In case of a L2 VPN transport, the service instance inplenents
bridging. In MPLS-based PSN, there is a full nesh of PW between
service instances of PE nodes. Adding DetNet flows to the network
results in a somewhat nodified PWstructure, as a DetNet flow
requires its unique FlowID to be encoded in the | abel ed packet.

Fommmama o +
| PE2|
| oot
PW 12 | | SI-2] |
o e e m + | |
+- - [ ---+ | +-+--+ |
| +--+-+ | -] ----- +

A - + ] |

| Isi-1 | |
| -+t | PW23
|PEL . | | |
F---- -] -+ |
| + --]----- +
| PW 13 | +-+--+ |
S —— + | |
I "B’
o +SI-3| |
PW AB | +----+ |
| PE3|
+ -- oo oo +

Figure 9: DetNet L2 VPN Service
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12.

Figure 9 shows a scenario where there is a DetNet flow between the
end systens ("A" and "B"). "SI-n" denotes the L2 VPN service

i nstance of "PEn". Regular traffic of the L2 VPN instance use "PW
12", "PW13" and "PW23". However, for transport of DetNet traffic
between "A" and "B' a separate PW("PWAB") has to be used. "PWAB"
is a sonewhat special PW(called here "virtual PW) and it is treated
differently than PW used by regular traffic (i.e., PW13, PW12, and
PW23). Nanely, "PWAB" is used exclusivelly by the DetNet flow

between "A" and "B'. "PWAB" does not participate in flooding and no
MAC addresses are associated with it (not considered for the MAC
| earni ng process). "PWAB" may use the sane LSP as "PW13" or a

dedi cat ed one.

Regul ar traffic between "A" and "B" has an encapsul ation [ PW 13 _| abel
; LSP_ I abel], whereas DetNet flow has [ PWAB | abel ; LSP_|abel].

2. L3 service instance shared by regular and DetNet traffic

In case of a L3 DetNet service, the service instance inplenents
routing. In MPLS-based PSN, such a "routing service" can be provided
by P VPNs ([ RFC4364]). However, the IP VPN service adds only a
single | abel (VPN | abel) during forwarding, therefore, the |abel
stack does not contain a "control word" (i.e., thereis no field to
encode a sequence nunber). Therefore, transport of DetNet flows
requires the conbination of IP VPN and PWtechnol ogi es.

Addi ng DetNet flows to the network results in a sonmewhat nodified
| abel stack structure, as a DetNet flow requires its packet PW
encapsul ati on ([ RFC6658]).
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S U +
| PE2|
SRR
VPN-12 | | SI-2| |
Fommm e e e, + | |
e | ---+ | +-+--+ |
| +--+-+ | R +
A - + ] |
| ISl | |
| -+t | VPN-23
| PEL . | | |
S |
| + --]----- +
| VPN- 13 | +-+--+
S + | |
|1 e "B’
s +SI - 3| |
PW AB | +----+ |
| PE3|
+ oo oo +

Figure 10: DetNet L3 VPN Service

Figure 10 shows a scenario where there is a DetNet flow between the
end systens ("A" and "B"). "SI-n" denotes the L3 VPN service

i nstance of "PEn". Regular traffic of the L3 VPN instance use as
service |abel "VPN-12", "VPN 13" and "VPN 23". However, for
transport of DetNet traffic between "A'" and "B" a PW("PWAB") has to
be used, what ensures that DetNet flow can be recogni zed by
internedi ate P nodes and a control world can be al so present. "PW
AB" is used exclusivelly by the DetNet flow between "A" and "B"
"PWAB" may use the sanme LSP as regular traffic (labeled by "VPN 13")
or a dedi cated one.

Regul ar traffic between "A" and "B" has an encapsul ati on [ VPN
13 _label ; LSP_|abel], whereas DetNet flow has [ PWAB_ | abel
LSP_| abel ] .

13. Annex 2 - Integrating Layer 3 and Layer 2 QS

Sophi sticated QoS nechanisns are available in Layer 3 (L3), see,

e.g., [RFC7806] for an overview. Although, Layer 2 (L2) QoS and
gqueui ng used to be sinpler; it has been evolving, it is now equi pped
with Tinme-Sensitive Networking (TSN) features [|I EEE8021TSN]. The TSN
features may be beneficial or even essential for DetNet flows if

Layer 2 links or sub-networks are included in their path. Therefore,
it is worth investigating the problens arising when both Layer 3 and
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Layer 2 QoS features are supported by a node; even w thout diving
deep into solution/inplenentation details.

In EEE Std 802.1Q 2005, eight traffic classes are supported,

al l ow ng separate queues for each priority as illustrated in

Figure 11. Any traffic class-based transm ssion selection algorithm
can be inplenmented in addition to the strict priority algorithm
mandated by | EEE Std 802.1Q 2005. The priority information is
encoded in the 3-bit field carried in atag in the frane header.

Note that the | EEE 802.1Q architecture specifies queuing at the

out put port; however, inplenentations may differ. Consequently, the
followng figures only show the queuing at the output port that is
sel ected by the forwarding decision for the transm ssion of a frane.

+---V---+ +---V---+ +---V---+ +---V---+ +---V---+
| Queue | | Queue | | Queue | | Queue | | Queue |
| for | | for | | for | | for | ... | for |
| Traffic| |Traffic| |Traffic| |Traffic] | Traffic|
|Class 7| |Cass 6] |Cass 5 |dass 4] |  ass O]
e T T T S e o - o - - -+
| | | | |

Fo--V-- oo Vo-ommmm - - Vo-ommmm oo - N L V---+
| Transm ssion Sel ection |
o e e e e e e e e i e i aaa o o e e e e e a oo +

|

Vv

Figure 11: Queuing in | EEE 802. 1Q 2005

The Layer 2 QoS architecture has been evol ving, see, e.g., |EEE Std
802.1Q 2014 [ EEE8021Q , which specifies the Credit-Based Shaper
(originally specified by IEEE Std 802. 1Qav). There are recent |EEE
802.3 and 802.1 standards and ongoi ng projects to enhance the QS
supported by Ethernet and Layer 2 networks. For instance, frane
preenption is specified by I EEE Std 802. 3br ([1EEE8023br], to be
amended to [|1 EEE8023]) and | EEE Std 802. 1Qbu ([l EEE8021Qbu], to be
amended to [| EEEB021(Q ) where tine-critical (express) frames can
suspend the transm ssion of non-tine-critical (preenptable) franes
while one or nore time-critical frames are transmtted. Another
recently published specification is I|EEE Std 802. 1Qov [ | EEE8021Qov],
whi ch specifies tinme-aware queue-draining controlled by transm ssion
gates in order to schedule the transm ssion of franmes relative to a
known tinmescal e, which can be provided by tine synchronization. The
architecture extended with tinme-aware queuing and frame preenption is
illustrated in Figure 12. These time-sensitive networking extensions
provi de determ ni stic behavior in Layer 2 networks. The ongoi ng | EEE
802.1 projects provide further extensions to the QoS architecture,
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| nt er net - Draf t

see [| EEE8021TSN] .

...express traffic...

+---V---+
| Queue |
| for |
| Traffic|
| O ass 7|
Fo- oo+

f---V---+

+---V---+
| Queue |
| for |
| Traffic|
| O ass 6]
Fo- oo+

fo-mmV---+

Det Net Servi ce Model

+---V---+
| Queue |
| for |
| Traffic|
| O ass 5]
Fo- oo+

fo--V---+

ingress filtering and policing (P802.1Cki),
forwardi ng (P802.1Qch),

preentable traffic......

+---V---+
| Queue |
| for |
| Traffic|
| O ass 4]
Fo- oo+

f---V---+

+---V---+
| Queue |
| for |
| Traffic|
| d ass O]
Fo- oo+

f---V---+

May 2017

cyclic queuing and
and asynchronous traffic shaping (P802.1Qcr),

| Transm | |Transm| |Transm| | Transm | | Transm
| Sel. | | Sel. | | Sel. | | Sel. | | Sel. |
| Ag. | | Ag | | Ag | | Ag | | Ag. |
R T s £ T S Sepup S S oo oo+ .
| | | | | 802.1Q
Fo--Vo--t Ao -Veo--F Ao V---t oo y---+ +---V---+ .
| Transm | |Transm| |Transm| | Transm | | Transm
| Gate | | Gate | | Gate | | Gate | | Gate |
R T st S Sepep S oo -+
| | | | |
R R I e R L V---+
| Transmn ssi on [ Transmn ssi on |
| Sel ection [ Sel ection |
- R e o e e e - + .
| | --x- -
e Vemmmmena- S S - Vemmomomomaaaaas +
Express MAC | | Preenpt abl e MAC |
oo Fome e oo e I SR N + .
| | 802. 3
R R PP Vemmmmmmm e e +
MAC ner ge subl ayer |
T Fommmmmemeeemeeaciaiaeaaaaa- +
|
oo e oo Y +
PHY (unaware of preenption) |
U +
Figure 12: L2 queuing and franme preenption

A QoS architecture integrating both Layer 3 and Layer 2 features is
necessary to exploit the benefits provided by the different |ayers if

a Det Net network includes link(s) or sub-network(s) equipped with TSN
features. For instance, it can be crucial for a tinme-critical DetNet
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flow to | everage TSN features in a Layer 2 sub-network in order to
nmeet the DetNet flow s requirenents, which nmay be spoiled otherw se.

Figure 13 provides a theoretical illustration for the integration of
the Layer 3 and Layer 2 QoS architecture. The figure only shows the
gqueui ng after the routing decision. The figure also illustrates

potential inplenmentation dependent borders (Brdr). The borders shown
in the figure are critical in the sense that the high priority Det Net
flows have to be transferred via a different Service Access Points
(SAPs) through these borders than the low priority (background)
flows. Having a single SAP for these very different traffic types
may result in possible QoS degradation for the DetNet flows because
packets of other flows could delay the transm ssion of Det Net
packets. For instance, different SAPs are needed for the Det Net
flows and other flows when they get to Layer 3 queuing after the
routing decision via Brdr-d. Furthernore, a different SAP is needed
for DetNet packets than other packets when they get to Layer 2
gueui ng from Layer 3 queuing via Brdr-c. Simlarly, different SAPs
are needed for the express and for the preenptable franmes when they
get to the MAC layer from Layer 2 queuing via Brdr-b, which is

provi ded by the | EEE 802.1Q architecture as shown in Figure 12. It
depends on the inplenmentation whether or not Brdr-a exists.
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..priority (DetNet)..|............ low priority......... .
| traffic | | traffic | .

XXX| XXXXXXXXXXX]| XXXXXXXXXXX]| XXXXXXXXXXXXXXXXXXXXXXX| XXXXX Brdr-d

+--V--+ +--V--+ +--V--+ +--V--+

| Queue] | Queue] | Queue] . | Queue]

| |0 | m | | n |

+- - - -+ +- - - -+ +- - - -+ +- - - -+ .
| | | | L3

R V- -+ LV P V- -+

| Sel ecti on | | Sel ecti on |

N +- -+ N U +

XXX | XXXXXXXXXXX [ XXXXXXXXXXX| XXXXXXXXX]| XXXXXXXXXXXXX| XXXXX Brdr-c

Fo-Ve---t  Fe--Ve--t AoVt A---V---+ F---V---+
| Queue | | Queue | | Queue | | Queue | | Queue |
I [ 1 ) [ 1 (5 | | (4 | | (0) |

Fomm -+
|
+---V---+
| Transm |
| Sel . A |
T
|
T

| Gate |
Foe o - -+

Fomm -+
|
+---V---+
| Transm |
| Sel . A |
T
|
T

| Gate |
Foe o - -+

T
|
+---V---+
| Transm |
| Sel . A |
T
|
T

| Gate |
Foe o - -+

Fomm -+
|
+---V---+
| Transm |
| Sel . A
T
|
T

| Gate |
Foe o - -+

T
|
+---V---+
| Transm |
| Sel . A |
T
|
e

| Gate |
Foe o - -+

R R T Y R L V---+

| Transm ssion Sel. | | Transm ssi on Sel ection |

oo Fome e oo e S SR N + .
XXXXXXXXX]| XXXXXXX XX XXX XX XX XXX XX XX XXXXXX]| XXXXXXXXXXXXXXXXXX Brdr-b
- (VRN e Ve e m e e e e e e - +

| Express MAC | | Preenpt abl e MAC |

g S IRy S R +
N U oo .

| MAC ner ge subl ayer |
o o e e e e e e e e e e e m +
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Figure 13: Integrated L3/L2 queuing architecture and inpl enmentation

opti ons
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Not all the functions depicted in Figure 13 are necessarily present
in an inplenentation. A function may be conbi ned with another one or
may be conpletely missing. For instance, it may be the case that
there is no Layer 3 queuing for DetNet packets, but they get directly
to the Layer 2 queues. Alternatively, an inplenentation may conbi ne
the Layer 3 queues and the Layer 2 queues such that there is a single
| evel of queues. There are further alternatives in addition to the
ones mentioned here.

Different inplenentation approaches, i.e., different node designs are
illustrated in Figure 14 and Figure 15. Figure 14 illustrates a
nmonol i t hi ¢ node design where there is a single feature rich chip and
relatively sinple interfaces. The single chip inplenments all routing
(and/or bridging) features as well as alnost all QoS features. (Sone
aspects of frane preenption may be inplenented on the interface.)
Figure 15 illustrates a |inecard-based desi gn where each |inecard has
its own chip, which inplenents routing and QoS features.

R SR S e +
| Interface| | | |Interface]
S + | | S +
R + I I R +
| I nterface| | | |Interface|
S + | | S +

I Chi p I

I I

I I

| |

I I
S + | | S +
| Interface| | | |Interface]
S + e e e - + - - +

Fi gure 14: Monolithic node design
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O U S S Py + o-mmmmioaaoaioas +
Fom e e - - + - -- | | [ +----+ +--------- +
| I'nterface| | [ | | | | [Interface]
AR + | I |1 | +--------- +
| : | [l || | : |
| : | Chip|| | | || Chip] : |
| : I I |11 I |
to-oooo - + | [ |1 | +--------- +
| I'nterface| | [ | | | | [Interface]
Femmmemaa + -4 | | [ +----+ 4o - - +
Fom e + | Fom e +
| |
| Backpl ane]
F- - - - e e e - - - + I I F- - - - e e e - - - +
Femmmemaa + -4 | | [ +----+ 4o - - +
| I nterface| | [ | | || | |Interface|
to------- + | I || | +--------- +
I : I I N I
I : | Chipl| | | || Chip] I
| : | I |1 | |
to-ooo - + | I |1 e +
| I nterface| | [ | | || | |Interface|
I + 4o - | | | +----+ +--------- +
O U + F----a---s + o-memmioaaoaioas +
Fi gure 15: Linecard-based node design
Different inplenentations have different physical borders, which
inply that different borders out of the ones illustrated in Figure 13
exist in a given inplenentation. For instance, there is no physical

border corresponding to Brdr-d (Figure 13)
i npl enent ati on approach (Figure 14).

in the nonolithic
However, Brdr-d is inevitably

there in the |inecard-based inplenmentati on approach (Figure 15) due

to the backpl ane.

Al together, it

is essenti al

to | everage the benefits of both Layer 3

and Layer 2 QoS features if Layer 2 is also involved in the support

of a DetNet flow

Exploiting both layers requires attention to the
aspects explained related to Figure 12.

Nevert hel ess, the actually

i nportant aspects |l argely depend on the inplenentation approach

chosen, see,

e.g.,
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