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Abstract

The draft describes an interface based on CoAP to nanage constrai ned
devices via MBs. The proposed integration of CoAP with SNWP reduces
t he code- and application devel opnment conplexity by accessing M Bs
via a standard CoAP server. The payload of the MB request is CBOR
based on JSON. The mapping fromSM to CBOR is specified.
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1. I nt roducti on

The Constrai ned RESTful Environments (CoRE) working group ains at
Machi ne to Machine (M2M applications such as smart energy and
bui I ding control.

Smal | M2M devi ces need to be managed in an automatic fashion to
handl e the |l arge quantities of devices that are expected to be
installed in future installations. The nmanagenent protocol of choice
for Internet is SNMP [ RFC3410] as is testified by the | arge nunber of
Managenent | nformation Base (M B) [RFC3418] specifications currently
publ i shed [ STDOO0O1]. More recently, the NETCONF protocol [RFC6241]
was devel oped with an extended set of nessages using XM. [ XM.] as
data format. The data syntax is specified with YANG [ RFC6020] and a
mappi ng fromYang to XM. is specified. In [RFC6643] SMv2 syntax is
expressed in Yang. Contrary to SNVWP and al so CoAP, NETCONF assunes
persi stent connections for exanple provided by SSH  The NETCONF

prot ocol provides operations to retrieve, configure, copy, and delete
configuration data-stores. Configuring data-stores distinguishes
NETCONF from SNVMP whi ch operates on standardi zed M Bs.

The CoRE Managenent Interface (CoM) is intended to work on
standardi zed data-sets in a stateless client-server fashion and is
thus closer to SNVWP than to NETCONF. Standardi zed data sets pronote
interoperability between small devices and applications from

di fferent manufacturers. Stateless conmunication is encouraged to
keep conmuni cations sinple and the anount of state information snall
inline with the design objectives of 6l owan [ RFC4944] [ RFC6775],
RPL [ RFC6650], and CoAP [I-D.ietf-core-coap].

The draft [|-D. bi erman-netconf-restconf] describes a restful

interface to NETCONF data stores and approaches the CoM approach.
CoM uses SM encoded in CBOR, and CoAP/ UDP to access M Bs, where
rest conf uses YANG encoded in JSON and HTTP/ TCP to access NETCONF
data stores. CoM is nore |ow resource oriented than restconf is.

Currently, managed devi ces need to support two protocols: CoAP and
SNWP.  When the M B can be accessed with the CoAP protocol, the SNW
protocol can be replaced with the CoAP protocol. This arrangenent
reduces the code conplexity of the stack in the constrai ned device,
and harnoni zes applications devel opnent.

The objective of CoM is to provide a CoAP based Function Set that
reads and sets values of MB variables in devices to (1) initialize
paranmeter values at start-up, (2) acquire statistics during
operation, and (3) maintain nodes by adjusting paraneter val ues
during operation.
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The payl oad of CoM is encoded in CBOR [ RFC7049] which simlar to
JSON [JSON], but has a binary format and hence has nore codi ng
efficiency. CoM is intended for small devices. The JSON overhead
can be prohibitive. It is therefore chosen to transport CBOR in the
payl oad. CBOR, |ike BER used for SNMP, transports the data type in
t he payl oad.

The end goal of CoM is to provide information exchange over the CoAP
transport protocol in a uniformmanner to approach the ful

managemnment functionality as specified in

[I-D. ersue-constrai ned-ngnt].

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY",and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Readers of this specification are required to be famliar with al
the ternms and concepts discussed in [ RFC3410], [RFC3416], and
[ RFC2578] .

Core Managenent Interface (CoM) specifies the profile of Function

Sets which access MBs with the purpose of managi ng the operation of

constrai ned devices in a network.

The followng list defines the terns used in this docunent:

Managi ng Entity: An entity that nanages one or nore nmanaged devi ces.
Wthin the CoM framework, the managing entity acts as a CoAP
client for CoM.

Managed Device: An entity that is being managed. The nanaged device
acts as a CoAP server for CoM.

NOTE: It is assuned that the managed device is the nobst constrained
entity. The managing entity m ght be nore capable, however this is
not necessarily the case.

The followi ng Iist contains the abbreviations used in this docunent.

O D ASN 1 OBJECT-1DENTI FI ER, which is used to uniquely identify MB
objects in the managed devi ce.
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2. CoAP Interface

In CoRE a group of links can constitute a Function Set. The format of
the links is specified in [I-D.ietf-core-interfaces]. This note
specifies a Managenent Function Set. CoM end-points that inplenent

t he CoM managenent protocol support at |east one discoverable
managenent resource of resource type (rt): core.ng, wth path: /ny,
where ng is short-hand for managenent. The ng resource has two sub-
resources accessible with the paths:

o MBwth path /ng/mb and a CBOR content fornmat.
0 XLAT with path /ng/xlat and CBOR content fornmat.

The m b resource provides access to the MBs as described in
Section 3.2. The xlat resource provides access to a string to CBOR
identifier table as described in Section 4.1. The m b and xl| at
resources are introduced as sub resources to ng to permt |ater
additions to CoM ng resource.

The profile of the managenment function set, with IF=core.ng.mb, is
shown in the table below, follow ng the guidelines of
[I-D.ietf-core-interfaces]:

U R S o e e e a o +
| nane | path | RT | Data Type |
o e e o - R S o e e e +
| Managenent | /g | core.ng | n/a |
| | | | |
| MB | /mg/ mb | core.ng.mb | application/cbor |
I I I I I
| XLAT | /mg/xlat | core.ng.xlat | application/cbor

3. M B Functi on Set

The M B Function Set provides a CoAP interface to perform equival ent
functions to the ones provided by SNMP. Section 3.1 explains the
structure of SNWP Protocol Data Units (PDU), their transport, and the
structure of the MB nodules. An excellent overview of the docunents
describing the SNMP/ M B architecture is provided in section 7 of

[ RFC3410] .

3.1. SNMP/MB architecture

The architecture of the Internet Standard managenent franework
consi sts of:
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0 A data definition | anguage that is referred to as Structure of
Managenment | nformation (SM)[ RFC2578].

o The Managenent Information Base (M B) which contains the
information to be managed and is defined for each specific
function to be managed [ RFC3418].

o A protocol definition referred to as Sinple Network Managenent
Protocol (SNWP) [RFC3416].

0 Security and adm nistration that provides SNVWP nessage based
security on the basis of the user-based security nodel [RFC3414].

0 A managenent domain definition where a SNVP entity has access to a
col | ection of managenment information called a "context" [RFC3411].

In addition [ RFC4088] describes a URI schene to refer to a specific
M B i nstance.

Separation in nodul es was notivated by the wish to respond to the
evolution of Internet. The protocol part (SNWP) and data definition
part (M B) are independent of each other. The separation has enabl ed
t he progressive passage from SNMPv1l via SNMPv2 to SNMPv3. This draft
| everages this separation to replace the SNVP protocol with a CoAP
based protocol

3.1.1. SNMP functions

The SNMWP protocol supports seven types of access supported by as nmany
Protocol Data Unit (PDU) types:

0 Cet Request, transmts a list of OBJECT-IDENTIFIERs to be paired
wi t h val ues.

0 CetNext Request, transmts a |list of OBJECT-I1DENTIFI ERs to which
| exi cographi ¢ successors are returned for table traversal.

0 GetBulk Request, transmits a |ist of OBJECT-IDENTI FI ERs and the
maxi mum nunber of expected paired val ues.

0 Response, returns an error or the (OBJECT-I1DENTI FI ER, value) pairs
for the OBJECT-1DENTI FI ERs specified in Get, GetNext, GetBulk,
Set, or Inform Requests.

o0 Set Request, transmts a list of (OBJECT-I1DENTIFIERs, value) pairs
to be set in the specified M B object.
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o Trap, sends an unconfirmed nessage with a list of (OBJECT-
| DENTI FI ERs, value) pairs to a notification requesting end-point.

o Inform Request, sends a confirmed nmessage with a list of (OBJECT-
| DENTI FI ERs, value) pairs to a notification requesting end-point.

The binding of the notification to a destination is discussed in
Section 6.

3.1. 2. M B structure

A M B nodule is conposed of MB objects. MB objects are
standardi zed by the I ETF or by other rel evant Standards Devel opi ng
Organi zations (SDO) .

M B obj ects have a descriptor and an identifier: OBJECT-1DENTIFI ER
(OD. The identifier, followng the OSI hierarchy, is an ordered
list of non-negative nunbers [ RFC2578]. O D values are unique. Each
nunber in the list is referred as a sub-identifier. The descriptor
is unique within a nodule. Different nodules may contain the sane
descriptor. Consequently, a descriptor can be related to several

QO Ds.

Many i nstances of an object type exist within a nanagenent donai n.
Each instance can be identified within some scope or "context", where
there are nultiple such contexts within the managenent domai n.

Oten, a context is a physical or logical device. A context is

al ways defined as a subset of a single SNWP entity. To identify an

i ndi vidual item of managenent information within the managenent
domai n, its contextNane and cont ext Engi nel D nust be identified in
addition to its object type and its instance. A default context is
assumed when no context is specified.

A MB object is usually a scalar object. A MB object my have a
tabular formw th rows and colums. Such an object is conposed of a
sequence of rows, with each row conposed of a sequence of typed
values. The index is a subset (1-2 itens) of the typed values in the
row. An index value identifies the rowin the table.

In SM, a table is constructed as a SEQUENCE OF its entries. For
exanpl e, the | pAddrTable from|[RFC4293] has the foll ow ng definition:
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i pv6l nterfaceTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF | pv6l nterfaceEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"The table containing per-interface |Pv6-specific
i nformation."

c:={ ip 30}

i pvbl nterfaceEntry OBJECT- TYPE
SYNTAX | pv6l nterfaceEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"An entry containing | Pv6-specific information for a given
interface.”
| NDEX { ipv6lnterfacelflndex }
c:={ ipvblnterfaceTable 1 }

| pv6l nterfaceEntry ::= SEQUENCE ({
i pvbl nterfacel flndex I nt erfacel ndex,
i pv6l nt er f aceReasmVaxSi ze Unsi gned32,
i pvbl nterfaceldentifier | pv6AddressifldentifierTC,

i pv6l nt er f aceEnabl eSt at us | NTEGER
i pv6l nterfaceReachabl eTimre Unsi gned32,
i pv6l nterfaceRetransm t Ti ne Unsi gned32,
i pv6l nt er f aceFor war di ng | NTEGER

}

The descriptor (nanme) of the MB table is used for the nane of the
CoM variable. However, there is no explicit nmention of the nanes
"ipvel nterfaceEntry" and "I pv6lnterfaceEntry". |Instead, the val ue of
the main CoM variable consists of an array, each el ement of which
contains 7 CoM variables: one elenent for "ipv6lnterfacelflndex",
one for "ipv6lnterfaceReasmvaxSi ze" and so on until

"1 pv6l nt er f aceFor war di ng".

CoM Function Set
Two types of interfaces are supported by CoM:

single value Reading/Witing one MB variable, specified in the UR
with path /ng/ m b/descriptor or with path /ng/ m b/ O D.

mul tiple values Reading witing arrays or nmultiple MB vari abl es,
specified in the payl oad.
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The exanples in this section use a JSON payl oad with one or nore
entries describing the pair (descriptor, value), or (AOD, value).
The CBOR syntax of the payloads is specified in Section 4.

3.2.1. Single MB val ues

A request to read the value of a MB variable is sent with a
confirmabl e CoAP CGET nessage. The single MB variable is specified
in the URI path with the O D or descriptor suffixing the /ng/ m b/
pat h nane. When the descriptor is used to specify the MB val ue, the
sane descriptor may be present in multiple nodule. To di sanbi guate
the descriptor the "nmod" uri-query attribute specifies the envel opi ng
nodul es. A request to set the value of a MB variable is sent with a
confirmabl e CoAP PUT nessage. The Response is piggybacked to the
CoAP ACK message corresponding with the Request.

TODO for multicast send unconfirmed PUT

Using for exanple the sane MB from[RFC1213] as used in [ RFC3416], a
request is sent to retrieve the value of sysUpTinme specified in
nodul e SNVPv2-M B. The answer to the request returns a (descriptor,
val ue) pair.

For clarity of the exanples, in this and all follow ng exanples the
payl oad is expressed in JSON, although the operational payload is
specified to be in CBOR, as described in Section 4.

REQ CET exanple.com ng/ m b/ sysUpTi mne?nod=SNMPv2- M B
RES: 2.05 Content (Content-Format: application/json)

{
"sysUpTi me" : 123456

Anot her way to express the descriptor of the required value is by
speci fying the pair (descriptor or oid, null value) in the payl oad of
t he request nessage.
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REQ CET exanpl e.con ng/ m b/ (Cont ent-Format: application/json)

"SNWVPv2- M B. sysUpTine" : "null"
}

RES: 2.05 Content (Content-Format: application/json)

" SNWPv2- M B. sysUpTi ne" : 123456
}

The nodul e nane SNMPv2-M B can be omtted when there is no
possibility of anmbiguity. The nodul e. descriptor can of course be
repl aced with the correspondi ng oid.

In some cases it is necessary to determ ne the "context" by

speci fying a context nane and a contextEngine identifier. The
context can be specified in the URl with the uri-query attribute
"con". Based on the exanple of figure 3 in section 3.3 of [RFC3411],
t he context nanme, bridgel, and the context Engine Identifier,
800002b804616263, separated by an underscore, are specified in the
fol |l ow ng exanpl e:

REQ GCET exanpl e.com ng/ m b/ sysUPTi me?con=bri dgel 800002b804616263

RES:. 2.05 Content (Content-Format: application/json)

{
"sysUpTi me" : 123456

The specified object can be a table. The returned payload is
conposed of all the rows associated with the table. Each rowis
returned as a set of (colum nane, value) pairs. For exanple the GET
of the ipNet ToMedi aTabl e, sent by the managing entity, results in the
follow ng returned payl oad sent by the managed entity:
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REQ CET exanpl e.con ng/ m b/ i pNet ToMedi aTabl e
RES:. 2.05 Content (Content-Format: application/json)

"1 pNet TOVedi aTabl e" : [

{
"i pNet ToMedi al f I ndex" : 1
"i pNet ToMedi aPhysAddress™ : "00:00::10:01: 23: 45",
"i pNet ToMedi aNet Address” : "10.0.0.51",
"i pNet ToMedi aType" : "static"
1
{
"i pNet ToMedi al f I ndex" : 1
"i pNet ToMedi aPhysAddress” : "00:00::10: 54: 32: 10",
"i pNet ToMedi aNet Address” : "9.2.3.4",
"i pNet ToMedi aType" : "dynam c"
1
{
"i pNet ToMedi al f I ndex" : 2,
"i pNet ToMedi aPhysAddress™ : "00:00::10:98: 76: 54",
"i pNet ToMedi aNet Address” : "10.0.0. 15",
"i pNet ToMedi aType" : "dynam c"
}

]
}

It is possible that the size of the returned payload is too large to
fit in a single nmessage.

CoM gives the possibility to send the contents of the objects in
several fragnments with a maxi num size. The "sz" |ink-format

attri bute [ RFC6690] can be used to specify the expected maxi num si ze
of the mb resource in (identifier, value) pairs. The returned data
MUST termnate with a conplete (identifier, value) pair.

In the case that managenent data is bigger than the maxi num supported
payl oad size, the Block nmechanismfrom/[I-D.ietf-core-block] is used.
Notice that the Block mechanismsplits the data at fixed positions,
such that individual data fields may becone fragnmented. Therefore,
assenbly of nultiple blocks may be required to process the conplete
data field.

3.2.2. mlti MB val ues
A request to read multiple MB variables is done by expressing the
pairs (MB descriptor, null) in the payload of the GET request

nmessage. A request to set nmultiple MB variables is done by
expressing the pairs (MB descriptor, null value) in the payl oad of

van der Stok & GreevenboscExpires July 13, 2014 [ Page 11]



I nternet-Draft CoM January 2014

t he PUT request nmessage. The key word multiMB is used as array
name to signal that the payload contains nmultiple MB val ues as
separate nultiMB array entries.

The follow ng exanpl e shows a request that specifies to return the
val ues of sysUpTi ne and i pNet ToMedi aTabl e:

REQ CET exanple.com ng/ m b (Content-Format: application/json)

" multiMB" |
{ "sysUpTine" : "null"},
{ "ipNet ToMedi aTable" : "null" }
]
}

RES: 2.05 Content (Content-Format: application/json)
{

" multiMB" : |

{ "sysUpTi ne" : 123456},

{ "ipNet TOVedi aTabl e" : |

{

"1 pNet ToMedi al f I ndex" : 1,

"1 pNet ToMedi aPhysAddress” : "00:00::10: 01: 23: 45",
"i pNet ToMedi aNet Address” : "10.0.0.51",

"i pNet ToMedi aType" : "static"

},

{
"1 pNet ToMedi al f I ndex" : 1,
"1 pNet ToMedi aPhysAddress” : "00:00::10: 54: 32: 10",
"i pNet ToMedi aNet Address” : "9.2.3.4",
"i pNet ToMedi aType" : "dynam c"
b

{
"1 pNet ToMedi al f I ndex" : 2,
"1 pNet ToMedi aPhysAddress” : "00:00::10: 98: 76: 54",
"i pNet ToMedi aNet Address” : "10.0.0. 15",
"i pNet ToMedi aType" : "dynam c"
}
]
}
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3.2.3. Table row
The managi ng entity MAY be interested only in certain table entries.
One way to specify arowis to specify its row nunber in the URI with
the "row' uri-query attribute. The specification of row=1 returns
row 1 values of the ipNet ToMedi aTable in the exanpl e:
REQ GCET exanpl e.conf ng/ m b/ i pNet ToMedi aTabl e?r ow=1

RES: 2.05 Content (Content-Format: application/json)
{ "ipNet TOMedi aTabl e" : |

"i pNet ToMedi al f I ndex" : 1

"i pNet ToMedi aPhysAddress™ : "00:00::10:01: 23: 45",
"i pNet ToMedi aNet Address” : "10.0.0.51",
"1 pNet ToMedi aType" : "static"

}
]
}

An alternative node of selection is by specifying the value of the

| NDEX attributes. Towards this end, the managing entity can include
the required entries in the payload of its "GET" request by

speci fying the values of the index attributes. The key word
_indexMB is used to specify the index val ue.

For exanple, to obtain a table entry fromi pNet ToMedi aTabl e, the rows
are specified by specifying the index attributes: ipNetToMedi alfl ndex
and i pNet ToMedi aNet Address. The managi ng entity coul d have sent a
GET with the foll ow ng payl oad:
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REQ CET exanpl e.con ng/ m b/ i pNet ToMedi aTabl e( Content - Format: application/js
on)

{ " _indexM B"
{
"I pNet ToMedi al fI ndex" : 1
"i pNet ToMedi aNet Address” : "9.2.3.4"
}
}

RES: 2.05 Content (Content-Format: application/json)
{ "ipNet TOMedi aTabl e" : |

"i pNet ToMedi al f I ndex" : 1

"i pNet ToMedi aPhysAddress™ : "00:00::10:01: 23: 45",
"i pNet ToMedi aNet Address” : "9.2.3.4",
"1 pNet ToMedi aType" : "static"

}
]

Constrai ned devices MAY support this kind of filtering. However, if
they don’t support it, they MJST ignore the payload in the GET
request and handl e the nessage as if the payl oad was enpty.

It is advised to keep MBs for constrained entities as sinple as
possi bl e, and therefore it would be best to avoid extensive tables.

TODO Descri be how the contents of the next |exicographical row can
be returned.

3.2. 4. Error returns

When a variable with the specified name cannot be processed, CoAP
Error code 5.01 is returned. In addition, a MB specific error can
be returned in the payload as specified in Section 8.

4. Mapping SM to CoM payl oad

The SM syntax is mapped to CBOR necessary for the transport of MB

data in the CoAP payload. This section first describes an additional
data reduction technique by creating a table that maps string val ues
to nunbers used in CBOR encoded dat a.

The section continues by describing the mapping fromSM to CBOR

The mapping is inspired by the mapping fromSM to JSON via YANG
[ RFC6020], as described in [ RFC6643] defining a mapping fromSM to
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YANG and [I-D. | hot ka- net nod-yang-j son] defining a mappi ng from YANG
to JSON.

Noti ce that such conversion chain MAY be virtual only, as SM could
be converted directly to JSON by conbining the rules fromthe above
docunents.

4.1. Mapping strings to CBOR

Because descriptors may be rather |ong and may occur repeatedly, CoM
allows for association of a string with an integer, henceforth called
"string nunber". The association between string and string nunber is
done through a translation table, |everagi ng CBOR encodi ng.

Usi ng the notational convention from Appendi x A, the CBOR data has
the foll ow ng syntax:

cBor M B . CBor M B;
*CBor M B {

x|l at Tabl el D : uint;

m bString . map( uint, . );
}

The main structure consist of an array of two el enents: "xlatTabl el D'
and "m bString".

The values of the MB strings are stored in the "mbString" field.
This field consist of integer-value pairs. The integers correspond
to the string nunbers, whereas the values contain the actual val ue of
t he associated string.

The "xl at Tabl el D' contains an integer that is used to indentify the
translation table. The translation table can be acquired as foll ows:

GET / ng/ xl at/ [ x| at Tabl el D]

where "[xlatTablel D" is replaced by the the value of xlatld fromthe
CBorM B structure, encoded as a hexidecimal integer wthout | eading
zer os.

The mai ntenance of the table is described in Section 7.2.

The use of the table is to initialize devices with the strings which

will be frequently used, such as the strings of the descriptors in
the MB variables. The transmtted CBOR data wll contain the string
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nunbers and not the entire descriptor strings, |eading to appreciable
data reducti on.

It is inportant that sender and receiver have identical versions of
t he tabl e.

The translation table is serialized to the payload in the foll ow ng

f ashi on:
x| at Tabl e : XLat Tabl e:
*XLat Tabl e {
x|l atld ©ouint;
x| at Dat a  map( uint, tstr );

}

where "xl atld" has the sanme value as "xlatld" in the CBorMB
structure, and "xlatData" is a CBOR map between the string nunber and
associ ated vari abl e descri ptor.

4.2. Mapping SM to CBOR
4.2.1. Ceneral overvi ew

Starting fromthe internedi ate conversion fromSM to YANG as defi ned
in [ RFC6643], This section defines howto convert the resulting YANG

structure to CBOR [ RFC7049]. The actual conversion code fromSM to

YANG and subsequently YANG to CBOR MAY be direct conversion code from
SM to CBOR or a sequence of existing SM to YANG conversion code

foll owed by YANG to CBOR conversi on code.

4.2.2. Conversion from YANG dat at ypes to CBOR dat at ypes

Tabl e 1 defines the mappi ng between YANG dat at ypes and CBOR
dat at ypes.

El ements of types not in this table, and of which the type cannot be
inferred froma type in this table, are ignored in the CBOR encodi ng
by default. Exanples include the "description"” and "key" el enents.
However, conversion rules for sone elenents to CBOR MAY be defi ned

el sewhere.

S S e +
| YANG type | CBOR type | Specification |
o e o e e e e e oo o m e e e e e e e e e e e e e m +
| int8, | unsigned int | The CBOR i nteger type depends on |
| 1nt1l6, | (rmajor type 0) | the sign of the actual val ue. |
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i nt 32, or negative int

i nt 64, (mayor type 1)

ui nt 16,

ui nt 32,

ui nt 64,

deci mal 64

bool ean ei ther "true"
(maj or type 7,
si npl e val ue 21)
or "fal se"
(maj or type 7,
si mpl e val ue 20)

string text string

(maj or type 3)

enuner ati on unsi gned i nt

(maj or type 0)

I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I : I
I (maj or type 2) I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I

bits array of text Each text string contains the
strings name of a bit value that is set.
bi nary byte string
enpty null (maj or type TBD: This MAY not be applicable
7, sinple val ue to true MBs, as SNVP may not
22) support enpty vari ables...
uni on Simlar ot the JSON
transcription from
[1-D. 1 hot ka- net nod-yang-j son],
the elenments in a union MJST be
determ ned using the procedure
specified in section 9.12 of
[ RFC6020] .
| eaf-1i st array (nmajor The array is encapsulated in the
type 4) map associated with the
descriptor.
list map (major type Li ke the higher |evel map, the
4) | ower | evel map contains
descri ptor nunber - value pairs
of the elenments in the |ist.
cont ai ner map (maj or type The map contai ns decriptor
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| | 5) | nunber - value pairs |
| | | corresponding to the elenents in |
| | | the container. |
I I I I
| smv2:o0id | array of | Each integer contains an el enent
| | integers | of the A D, the first integer in |
| | | the array corresponds to the |
| | | nost left elenment in the OD. |
o e - o e e e e e - o e e e e e e e e e e e e e m - +
Tabl e 1. Conversion of YANG dat atypes to CBOR
4.2.3. Exanples
4.2.3.1. ipNet ToMedi aTabl e to JSON CBOR
The YANG transl ation of the SM specifying the
i pNet ToMedi aTabl e yi el ds:
cont ai ner i pNet ToMedi aTabl e {
[ist ipNetToMedi aEntry {
| eaf i pNet ToMedi al flndex {
type: int32;
}
| eaf i pNet ToPhysAddress {
type: phys-address;
| eaf i pNet ToMedi aNet Address {
type: ipv4-address;
| eaf i pNet ToMedi aType {
type: int32;
}
}
The coresponding JSON | ooks |ike:
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{
"i pNet ToMedi aTabl e" : {

"i pNet ToMedi aEntry" : |

{
"1 pNet ToMedi al f I ndex" : 1.
"1 pNet ToMedi aPhysAddress” : "00:00::10: 01: 23: 45",
"i pNet ToMedi aNet Address” : "10.0.0.51",
"i pNet ToMedi aType" : "static"
b
{
"1 pNet ToMedi al fI ndex " : 1,
"i pNet ToMedi aPhysAddress " : "00:00::10:54: 32: 10",
"i pNet ToMedi aNet Address” : "9.2.3.4",
"i pNet ToMedi aType " : "dynam c"
}
]
}
}
An exanple CBOR instance of the M B can be found in Figure 1. The
nanmes "i pNet ToMedi aTabl e", "i pNet ToMedi aEntry", and

"i pNet ToMedi al f I ndex" are represented with the string nunbers 00, 01,
and 02 as described in Section 4. 1.

82
19 43 Al
BF
00

# two el ement array
# translation table 1D 43A1
# indefinite |l ength map
# descriptor nunber related to
# 1 pNet ToMedi aTabl e
BF # indefinite length map related to
# 1 pNet ToMedi aTabl e
01 # descriptor nunber related to
# i pNet ToMedi aEntry
# map related to i pNet ToMedi aEntry
# descriptor nunber associated with
# i1 pNet ToMedi al f | ndex
#

associ ated value as 32-bit integer

BF
02

1A 00 00 00 01
#o...
FF
FF
FF

Figure 1. Exanple CBOR encoding for ifTable

The associ ated "descriptor string" to "string nunber” translation
table is given in Figure 2.
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82
19 43
BF
00

72
6F
62
01

72
6F
74
02

75
6F
66

af t

Al

69
51
6C

69
51
72

69
51
49

# ..

FF

70
65
65

70
65
78

70
65
6E

CoM

two el ement array
translation table |1 D 43A1
indefinite length map
descri ptor nunber rel ated
i pNet ToMedi aTabl e

HHHIFHH

50 65 74 57

64 61 57 61

"i pNet ToMedi aTabl e"

descri ptor nunber rel ated
i pNet ToMedi aEntry

H HH*

50 65 74 57
64 61 45 6E
# "i pNet ToMedi aEntry"
# descriptor nunber rel ated
# i pNet ToMedi al f | ndex
50 65 74 57
64 61 61 49
64 65 77 # "1 pNet ToMedi al f I ndex"

Figure 2. Translation table for ifTable

4.2.4. 6LOWPAN M B

January 2014

to

to

to

A MB for 6LOWPAN is defined in [I-D. schoenw 6l owpan-m b]. The
docunent al so provides an exanple JSON representation in its
Figure 3 shows the associated CBOR representation with

Appendi x

A

string nunber
nunmber conversion tabl e.

and Figure 4 shows the corresponding string to string

82 # two el ement array
1A 8B 47 88 F3 # translation table 1D 8B4788F3
BF # indefinite length map
00 # " LOAPAN- M B: LOANPAN- M B"
BF # indefinite length map related to ifTable
01 # "1 owpanReasnTi neout "
14 # 20
02 # "1 owpanl nRecei ves"
18 2A # 42
03 # "1 owpanl nHdr Err or s"
00 # 0
04 # "l owpanl nMeshRecei ves”
08 # 8
05 # "1 owpanl nMeshFor wds™
00 # 0
06 # "1 owpanl nMeshDel i ver s”
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00 # 0

07 # "1 owpanl nReasnReqds™
16 # 22

08 # "1 owpanl nReasntai | s"
02 # 02

09 # "1 owpanl nReasntKs"

14 # 20

0A # "1 owpanl nConpReqds”

10 # 16

0B # "1 owpanl nConpFai | s"

02 # 2

0oC # "1 owpanl nConpOKs"

OE # 14

oD # "1 owpanl nDi scar ds"

01 # 01

OE # "1 owpanl nDel i vers"

0C # 12

OF # "l owpanQut Request s"

0oC # 12

10 # "1 owpanQut ConpReqds™
00 # 0

11 # "1 owpanQut ConpFai | s"
00 # 0

12 # "1 owpanQut ConpCKs"

00 # 0

13 # "1 owpanQut Fr agReqds™
05 # 5

14 # "1 owpanQut FragFai | s"
00 # 0

15 # "1 owpanQut Fr agCOKs"

05 # 5

16 # "1 owpanCQut Fr agCr eat es”
08 # 8

17 # "1 owpanQut MeshHopLi m t Exceeds”
00 # 0

18 18 # "1 owpanQut MeshNoRout es”
00 # 0

18 19 # "1 owpanQut MeshRequest s”
00 # 0

18 1A # "1 owpanQut MeshFor wds"
00 # 0

18 1B # "l owpanQut MeshTransm t s”
00 # 0

18 1C # "1 owpanQut Di scar ds”

00 # 0

18 1D # "l owpanQut Transm t s"
OF # 15

FF
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FF
Figure 3. Exanple CBOR encoding for the 6LOWPAN M B
82 # two el enent array
1A 8B 47 88 F3 # translation table | D 8B4788F3
BF # indefinite |l ength map
00
75 # " LOAPAN- M B: LOAPAN- M B"
01 #
72 ... # "| owpanReasni neout "
02
70 ... # "| owpanl nRecei ves"
03
71 ... # "1 owpanl nHdr Er r or s"
04
74 . .. # "1 owpanl nMeshRecei ves”
05
72 ... # "1 owpanl nMeshFor wds™
06
74 ... # "1 owpanl nMeshDel i ver s”
07
72 ... # "1 owpanl nReasnReqds"
08
72 ... # "l owpanl nReasnfai | s"
09
70 ... # "1 owpanl nReasntKs"
0A
71 ... # "1 owpanl nConpReqds™
0B
71 ... # "l owpanl nConpFai | s"
0C
6F ... # "1 owpanl nConpOKs"
0D
70 ... # "1 owpanl nDi scar ds"
OE
70 ... # "l owpanl nDel i vers”
OF
71 ... # "1 owpanQut Request s"
10
72 ... # "1 owpanQut ConpReqds”
11
72 ... # "1 owpanQut ConpFai | s"
12
70 ... # "1 owpanQut ConpCKs™
13
72 ... # "1 owpanQut Fr agReqds”
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14

72 ... # "1 owpanQut FragFai | s"

15

70 ... # "1 owpanQut Fr agCKs™

16

74 ... # "1 owpanQut Fr agCr eat es™
17

78 1B ... # "1 owpanQut MeshHopLi m t Exceeds”
18 18

75 ... # "1 owpanQut MeshNoRout es”
18 19

75 ... # "l owpanQut MeshRequest s"
18 1A

73 ... # "1 owpanQut MeshFor wds”

18 1B

76 ... # "1 owpanQut MeshTransmi t s"
18 1C

71 ... # "l owpanQut Di scar ds"

18 1D

72 ... # "l owpanQut Transm t s"

FF
Figure 4. Translation table for the 6LOWPAN M B

In this exanple, a GET to /ng/ m b/l owpanQut FragFails woul d gi ve:

82 # two el ement array
1A 8B 47 88 F3 # translation table | D 8B4788F3
BF # indefinite |l ength map
14 # "1 owpanCQut FragFai | s"
00 #0
FF

5. MB discovery

M B objects are discovered like resources with the standard CoAP
resource discovery. Performng a GET on "/.well-known/core" with
rt=core.ng.mb returns all MB descriptors and all O Ds which are
avai l able on this device. For table objects there is no further
possibility to discover the row descriptors. For exanple, consider
there are two M B objects with descriptors "sysUpTi ne" and

"1 pNet ToMedi aTabl e" associated wth OD 1.3.6.1.2.1.1.3 and
1.3.6.1.2.1.4.22

van der Stok & GreevenboscExpires July 13, 2014 [ Page 23]



I nternet-Draft CoM January 2014

REQ CET exanple.conl .well-known/core?rt=core.ng.mb

RES:. 2.05 Content (Content-Format: application/text)

</ mg/ m b/ sysUpTi ne>; rt="core.ng. mb";o0id="1.3.6.1.2.1.1.
</ ng/ m b/ i pNet ToMedi aTabl e>; rt="core. ng. m b"; oi d="1. 3. 6.
| B"

3": nod="SNWVPv2- M B"
1.2.1.4.22"; nod="i pM
The link format attribute "oid is used to associate the nane of the

MB resource with its OD. The ODis witten as a string in its
conventional form

Notice that a MB variable normally is associated with a descriptor
and an OD. The ADis unique, whereas the descriptor is unique in
conmbi nation with the nodul e nane.

The "nod", "con", and "rt" attributes can be used to filter resource
gqueries as specified in [ RFC6690].

6. Trap functions

A trap can be set through the CoAP Cbserve [I-D.ietf-core-observe]
function. As regular with Qbserve, the managing entity subscribes to
the variable by sending a GET request with an "Qoserve" option.

TODO Observe exanpl e

In the registration request, the managing entity MAY include a
"Response-To- Uri-Host" and optionally "Response-To-Uri-Port" option
as defined in [I-D. becker-core-coap-sns-gprs]. 1In this case, the
observations SHOULD be sent to the address and port indicated in

t hese options. This can be useful when the managing entity wants the
managed device to send the trap information to a nulticast address.

7. MB access nanagenent

Two topics are relevant: (1) the definition of the destination of
Notify nessages, and (2) the creation and mai ntenance of "string to
nunber" tabl es.

7.1. Notify destinations

The destination of notifications need to be comunicated to the
applications sending them Draft [I-D.ietf-core-interfaces]

descri bes the binding of end-points to end-points on renote devices.
The object with type "binding table" contains a sequence of bindings.
The contents of bindings contains the nmethods, |ocation, the interval
specifications, and the step value as suggested in
[I-D.ietf-core-interfaces]. The nmethod "notify" has been added to
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t he bi nding nmethods "poll", "obs" and "push", to cater for the
bi ndi ng of notification source to the receiver.

TODO describe interface for NOTIFY destination definition.
7.2. Conversion tables

POST is used to initialize a conversion table. At the arrival of the
PCST, all existing tables are renoved and new t abl es as specified by
t he payl oad are created with the contents specified in the payl oad.
When the payload of the POST is enpty, no table is created.

PUT is used to create new entries in an existing table and overwite
existing entries. Wen the payload of the PUT contains a non
existing table, a newtable with the newidentity is created. Wen
t he payl oad of the PUT contains a table with an already existing
identifier, two possiblities exist:

exiting string value the contents of the existing pair is
overwitten with the pair in the payl oad.

new string value A new pair is created in the table with the pair in
t he payl oad.

8. Error handling
In case a request is received which cannot be processed properly, the
managed entity MJUST return an error nessage. This error nmessage MJUST
contain a CoAP 4.xx or 5.xx response code, and SHOULD i ncl ude
addi tional information in the payl oad.

Such an error nessage payload is encoded in CBOR, using the follow ng

structure:
error Msg . ErrorMsg;
*ErrorMsg {
errorCode : uint;
?errorText : tstr;
}

The vari abl e "errorCode" has one of the values fromthe table bel ow,
and the OPTIONAL "errorText" field contains a human readi bl e
expl anation of the error.
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U U S +
| CoM Error | CoAP Error | Description |
| Code | Code | |
o e e m o e e m o m e e e e e e e e e e e e e m +
| O | 4.00 | General error |
| | | |
| 1 | 4.00 | Malformed CBOR data |
I I I I
| 2 | 4.00 | I'ncorrect CBOR datatype |
I I I I
| 3 | 4.00 | Unknown M B vari abl e |
| | | |
| 4 | 4.00 | Unknown translation table |
I I I I
| 5 | 4.05 | Attenpt to wite read-only |
| | | variable |
| | | |
| 0..2 | 5.01 | Access exceptions |
I I I I
| 0..18 | 5.00 | SM error status |
Fom e e e Fom e e e o e e e e e e e e e e e e e m +

The CoAP error code 5.01 is associted with the exceptions defined in
[ RFC3416] and CoAP error code 5.00 is associated with the error-
status defined in [ RFC3416] .

9. Security Considerations
TODO. foll ows CoAP security provisioning.

10. | ANA Consi derati ons

"rt="core.ng.mb needs registration with I ANA
Content types to be registered:
o application/com +j son
o application/com +cbor
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extensively from Ladi sl av Lhotka's description on conversion from
YANG t o JSON.

12. Changel og
Changes fromversion 00 to version 01
o Focus on MB only
0 Introduced CBOR, JSON, renoved BER
o defined mappings fromSM to xx
0o Introduced the concept of addressable table rows
Changes fromversion 01 to version 02
o Focus on CBOR, used JSON for exanples, renoved XM. and EXI

o added uri-query attributes nod and con to specify nodul es and
cont exts

o Definition of CBOR string conversion tables for data reduction
o use of Block for nmultiple fragnents
o Error returns generalized
o0 SM - YANG - CBOR conversion
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Appendi x A.  Notational Convention for CBOR data

To express CBOR structures [RFC7049], this docunent uses the
foll ow ng conventi ons:

A decl aration of a CBOR variable has the form

name : dat atype;
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where "nanme" is the nane of the variable, and "datatype" its CBOR
dat at ype

The nane of the variable has no encoding in the CBOR dat a.
"dat atype" can be a CBOR primtive such as:

tstr: A text string (major type 3)

uint: An unsigned integer (major type 0)

map(x,y): A map (major type 5), where each first elenent of a pair
is of datatype x, and each second el enent of datatype y. A .
character for either x or y neans that all datatypes for that
el ement are valid.

A datatype can also be a CBOR structure, in which case the variable's
"dat atype" field contains the nane of the CBOR structure. Such CBOR
structure is defined by a character sequence consisting of first its
nane, then a '{’ character, then its subfields and finally a '}’
character.

A CBOR structure can be encapsulated in an array, in which case its
name in its definition is preceeded by a '*' character. Oherw se
the structure is just a grouping of fields, but wthout actual
encodi ng of such groupi ng.

The nane of an optional field is preceded by a '? character. This
nmeans, that the field may be omtted if not required.
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