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Abstract

Routers performtwo distinct user-plane functionalities, nanely
forwardi ng (where the packet should be sent) and scheduling (when the
packet should be sent). One forwarding paradigmis segnent routing,
in which forwardi ng instructions are encoded in the packet in a stack
data structure, rather than programred into the routers. Tine
Sensitive Networking and Determ nistic Networking provide several
mechani snms for scheduling under the assunption that routers are tine
synchroni zed. The nost effective nechanisns for delay mnimzation

i nvol ve per-flow resource allocation.

SRTSN is a unified approach to forwardi ng and scheduling that uses a
single stack data structure. Each stack entry consists of a
forwardi ng portion (e.g., |P addresses or suffixes) and a scheduling
portion (deadline by which the packet nust exit the router). SRTSN
thus fully inplements network programmng for tine sensitive flows,
by prescribing to each router both to-where and by-when each packet
shoul d be sent.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 2, 2022.
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1. | nt roducti on

Packet Swi tched Networks (PSNs) use statistical multiplexing to fully
exploit link data rate. On the other hand, statistical nultiplexing
in general leads to end-to-end propagation |latencies significantly

hi gher than the m ni num physically possible, due to packets needing
to reside in queues waiting for their turn to be transmtted.

Recently Tine Sensitive Networking (TSN) and Determ ni stic Networking
(Det Net) technol ogi es have been devel oped to reduce this queueing

| atency for tinme sensitive packets [RFC8557]. Novel TSN nechani snms
are predicated on the time synchronization of all forwarding el enents
(Et hernet switches, MPLS Label Swi tched Routers, SDN whitebox
swtches, or IProuters, to be called here sinply routers). Once
routers agree on tine to high accuracy, it is theoretically possible
to arrange for tine sensitive packets to experience "green waves",
that is, never to wait in queues. For exanple, scheduling tineslots
for particular flows elimnates packet interference, but elimnates
the statistical multiplexing advantage of PSNs. In addition, the
schedul i ng cal cul ati on and programm ng of the network to follow this
cal cul ation doesn’'t scale well to | arge networks.

Segnent Routing (SR) technol ogi es provide a scal abl e nmet hod of

net wor k programm ng, but until now has not been applied to
scheduling. The SR instructions are contained within a packet in the
formof a first-in first-out stack dictating the forwardi ng deci sions
of successive routers. Segnent routing nay be used to choose a path
sufficiently short to be capable of providing sufficiently | ow end-
to-end | atency but does not influence the queueing of individual
packets in each router along that path
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2.

Forwar di ng and Schedul i ng

Routers (recall that by routers we nean any packet forwardi ng device)
performtwo distinct functions on incom ng packets, nanely forwarding
and scheduling. By forwardi ng we nean obtai ning the incom ng packet,
i nspecting the packet’s headers, deciding on an output port, and for
QS routing a specific output queue belonging to this output port,
based on the header information and a forwardi ng i nformation base,
optionally editing the packet (e.g., decrementing the TTL field or
perform ng a stack operation on a MPLS | abel), and placing the packet
into the sel ected output queue.

Schedul i ng consi sts of sel ecting which output gueue and whi ch packet
fromthat output queue will be the next packet to be physically
transmtted over the output port. |In sinple terns one can think of
forwardi ng and schedul i ng as "whi ch output port" and "which packet"
deci sions, respectively; that is, forwarding decides to which out put
port to send each packet, and schedul i ng deci des which packet to send
next .

Segnent routing (as well as connection-oriented nmechani sns) slightly
sinplify the meaning of forwarding to deciding "where" to send the

i ncom ng packet, while TSN slightly sinplifies the neani ng of
schedul i ng to deciding "when" to send the outgoing packet.

Routers optionally performa third user plane operation, nanmely per
out put port and/or per flow traffic conditioning. By conditioning we
nmean policing (discarding packets based on a token bucket al gorithn,
shapi ng (del ayi ng packets), (WRED, etc. Since we will only be
interested in per-packet per router behavior we wll neglect
conditioning, which is either per router (not distinguishing between
packets) or per flow (the sanme for all routers along the path).

As af orenenti oned, forwardi ng decisions always sel ect an output port,
but when there are QoS criteria additionally select an output queue
bel onging to that port. The use of nultiple queues per output port
is to aid the scheduling, which then becones a matter of selecting an
out put queue and al ways taking the packet at the end of the queue
(the packet that has waited the | ongest). For exanple, the sinplest
nontrivial scheduling algorithmis "strict priority". 1In strict
priority packets are assigned to queues according to their priority
(as indicated by Priority Code Point or DiffServ Code Point field).
The strict priority schedul er always first checks the queue with

hi ghest priority; if there is a packet waiting there it is selected
for transm ssion, if not the next highest priority queue is exam ned
and so on. Undesirably strict priority nmay never reach packets in

| ow priority queues (Best Effort packets), so alternative algorithns,
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e.g., Weighted Fair Queueing, are used to select frompriority queues
nore fairly.

TSN is required for networks transporting time sensitive traffic,

that is, packets that are required to be delivered to their fina
destination by a given tine. 1In the followwing we wll call the tine
a packet is sent by the end user application (or the tine it enters a
specific network) the "birth tinme", the required delivery tinme to the
end-user application (or the tinme it exists a specific network) the
"final deadline" and the difference between these two tines (i.e.,
the maximally all owed end-to-end propagation tine though the network)
the "del ay budget".

Unlike strict priority or WFQ al gorithnms, TSN scheduling al gorithms
may directly utilize the current tinme of day. For exanple, in the
TSN schedul i ng al gorithm known as tine-aware scheduling (gating),
each out put queue is controlled by a tined gate. At every tine only
certain output queues have their gates "open" and can have their
packets schedul ed, while packets are not schedul ed from queues wth
"cl osed" gates. By appropriately timng the opening and cl osi ng of
gates of all routers throughout the network, packets in tine
sensitive flows nay be able to traverse their end-to-end path w t hout
ever needlessly waiting in output queues. |In fact, tinme-aware gating
may be able to provide a guaranteed upper bound for end-to-end del ay.

However, tine-aware scheduling suffers fromtwo najor di sadvant ages.
First, opening the gates of only certain queues for a given tine
duration, results in this time duration being reserved even if there
are very few or even no packets in the correspondi ng queues. This is
preci sely the undesirable characteristic of Tinme Division

Mul tipl exing networks that led to their replacenent by Packet

Swi tched Networks. Mnimzing time durations increases efficiency,
but at the cost of obliging a tinme sensitive packet that just m ssed
its gate to wait until the next gate opening, endangering its
conform ng to the del ay budget.

In order to avoid such probl ens, one needs to know a priori the birth
times of all tine sensitive packets, the |lengths of all |inks between
routers, and the loading of all routers. Based on this input one can
cal cul ate optinmal gating schedules for all routers in the network and
distribute this information to all the routers. This calculation is
conputationally expensive and updating all the routers is

communi cational |y expensive. Mreover, admtting a new tine-
sensitive flow requires recal culation of all the gating schedul es and
updating all the routers. This recalculation and comuni cati ons | oad
is practical only for small networks and a relatively small nunbers
of flows.
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3.

St ack- based Met hods for Latency Control

One can envi sion nmechani sns for reduci ng end-to-end propagation
latency in a network with time-synchronized routers that do not
suffer fromthe di sadvantages of tine sensitive scheduling. One such
mechani sm woul d be to insert the packet’s birth tinme (tinme created by
end-user application or tinme entering the network) into the packet’s
headers. Each router along the way could use this birth tinme by
prioritizing packets with earlier birth tines, a policy known as
Longest in System (LIS). These times are directly conparable, due to
our assum ng the synchroni zation of all routers in the network. This
mechani sm may i ndeed | ower the propagation delay, but at each router
the decision is sub-optimal since a packet that has been in the
network | onger but that has a | onger application delay budget wll be
sent before a later packet with a tighter delay budget.

An i nproved nechanismwould insert into the packet headers the
desired final deadline, i.e., the birth time plus the del ay budget.
Each router along the way could use this final destination tinme by
prioritizing packets with earlier deadlines, a policy known as
Earliest Deadline First (EDF). This nechanism may indeed |ower the
propagati on del ay, but at each router the decision is sub-optinal
since a packet that has been in the network |onger but is close to
its destination will be transmtted before a | ater packet which still
has a long way to travel.

A better solution to the probleminvol ves precal cul ati ng individual

"l ocal" deadlines for each router, and each router prioritizing
packets according to its own |ocal deadline. As an exanple, a packet
sent at time 10:11:12. 000 with delay budget of 32 mlliseconds (i.e.,
final deadline tinme of 10:11:12.032) and that needs to traverse three
routers mght have in its packet headers three | ocal deadlines,

10: 11:12: 010, 10:11:12.020, and 10:11:12.030. The first router

enpl oys EDF using the first |ocal deadline, the second router
simlarly using the second |ocal deadline, and the ultimate router
using the last | ocal deadline.

The nost efficient data structure for inserting |local deadlines into
the headers is a "stack™, simlar to that used in Segnment Routing to
carry forwarding instructions. The nunber of deadline values in the
stack equals the nunber of routers the packet needs to traverse in

t he network, and each deadline value corresponds to a specific
router. The Top-of-Stack (ToS) corresponds to the first router’s
deadline while the Bottomof-Stack (BoS) refers to the last’s. Al

| ocal deadlines in the stack are later or equal to the current tine
(upon which all routers agree), and tines closer to the ToS are

al ways earlier or equal to tines closer to the BoS.
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The stack nmay be dynamic (as is the forwarding instruction stack in
SR-MPLS) or static with an index (as is the forwarding instruction
stack in SRv6).

For private networks it is possible for the stack to be inserted by

t he user equipnment that is the source of the packet, in which case
the top of stack |ocal deadline corresponds to the first router to be
encountered by the packet. However, in such a case the user

equi pnent nust al so be tine synchronized for its time values to be

directly conpatible. 1In an inproved strategy the stack is inserted
into the packet by the ingress router, and thus its deadlines are in
concert with tinme in the network. |In such case the first deadline

will not explicitly appear in the stack and the initial ToS
corresponds to the second router in the network to be traversed by
the packet. In either case each router in turn pops fromthe stack
the ToS | ocal deadline and uses that |ocal deadline in its scheduling
(e.g., enploying EDF).

Since the ingress router inserts the deadline stack into the packet
headers, no other router needs to be aware of the requirenents of the
time sensitive flows. Hence admtting a new flow only requires
updating the information base of the ingress router. |In an efficient
i npl ementation the ingress router’s informati on base has deadl i ne

of fset vectors for each tine sensitive flow Upon receipt of a
packet from user equi pnent, the ingress router first determnes if

t he packet belongs to a tine sensitive flow |If so, it adds the
current tine to the deadline offset vector belonging to the flow and
inserts it as a stack into the packet headers.

An explicit exanple is depicted in Figure 1. Here packets of a
specific tinme sensitive flow are required to be received by the
renote user equi pmrent within 200 m croseconds of being transmtted by
t he source user equi pnent. The packets traverse a wireless link with
delay 2 m croseconds to reach the router RL (the ingress router).
They then travel to router R2 over an optical fiber experiencing a
propagati on delay of 18 m croseconds, fromthere to router R3
experiencing an additional 38 m croseconds of fiber delay, fromthere
to router R4 (the egress router) experiencing 16 m croseconds of
fiber delay. Finally, they travel over a final wireless |ink taking
again 2 m croseconds.

4----4+ 2 +----+ 18 +----+ 38 +----+ 16 Fomeot 2 -+

| UE [-----| RL|------- | R |-----e | R3 |-----e- | R4 |-----| UE|
E—— E—— E—— E—— S — S —

Figure 1. Exanple with propagation | atencies
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We concl ude that the total constant physical propagation tine is
2+18+38+16+2=76 m croseconds. Moreover, assune that we know that in
each router there is an additional constant time of 1 m crosecond to
receive the packet at the line rate and 5 nmicroseconds to process the
packet, that is, 6 mcroseconds per router or 24 mcroseconds for al
four routers. W have thus reached the conclusion that the m ninm
time to traverse the network is 76+24=100 m cr oseconds

Si nce our delay budget is 200 m croseconds, we have spare tine of
200-100=100 m croseconds for the packets to wait in output queues.

If we have no further information, we can divide this spare 100

m cr oseconds equally anong the 4 routers, i.e., 25 mcroseconds per
router. Thus, the packet arrives at the first router after 2

m croseconds, is received and processed after 2+6=8 m croseconds, and
is assigned a local deadline to exit the first router of 8+25=33

m croseconds. The worst case tines of arrival and transm ssion at
each point along the path are depicted in Figure 2. Note that in
general it may be optimal to divide the spare tine in unequal

f ashi on.
+----4+ 2 +----+ 18 +----+ 38 +----+ 16 -t 2 4o+
| UE|----- | RL|------- | R |------- | R3|------- | R4 |- | UE |
+----+ +----+ +----+ +----+ +----+ +----+
I I I I I I I I I I
I I I I I I I I I I
0 2 33 51 82 120 151 167 198 200

Figure 2. Exanple with worst case tinmes

Assum ng that the packet left router 1 the full 33 m croseconds after
its transmssion, it will arrive at router 2 after an additional 18
m croseconds, that is, after 51 microseconds. After the mandatory 6
m croseconds of reception and processing and the 25 m croseconds

al l ocated for queueing, we reach the local deadline to exit router 2
by 82 mcroseconds. Simlarly, the local deadline to exit router 3
is 151 m croseconds, and the deadline to exit router 4 is 198

m croseconds. After the final 2 m croseconds consuned by the
wireless link the packet will arrive at its destination after 200

m croseconds as required

Based on these worst case tinmes the ingress router can now build the
deadl i ne of fset vector (33, 82, 151, 198) referenced to the tinme the
packet |eft the source user equipnent, or referenced to the tine the
packet arrives at the ingress router of (31, 80, 149, 196).

Now assume that a packet was transmitted at tine T and hence arrives

at the ingress router at time T + 2 mcroseconds. The ingress router
R1, observing the deadline offset vector referenced to this tine,

Stein Expires March 2, 2022 [ Page 7]



I nternet-Draft srtsn August 2021

knows that the packet nust be released no nore than 31 m croseconds
|ater, i.e., by T + 33 mcroseconds. It furthernore inserts a | ocal
deadl i ne stack [T+82, T+151, T+198] into the packet headers.

The second router R2 receives the packet with the | ocal deadline
stack, pops the ToS revealing that it nust ensure that the packet
exits by T + 82 mcroseconds. It properly prioritizes and sends the
packet with the new stack [ T+151, T+198]. Router R3 pops deadline
T+151, and sends the packet with |ocal deadline stack containing a
single entry [T+198]. The final router pops this final |ocal
deadl i ne and ensures that the packet is transmtted before that tine
The | ocal deadline stacks are depicted in Figure 3.

+----+ 2 +----+ 18 +----+ 38 +----+ 16 +oeet 2 oo+
| UE|----- | RL|------- | R |- | R |------- | R4 |----- | UE |
+----+ +----+ | +----+ | +----+ | +----+ +----+
|| | | | ||
| |1 |1 | 1 |
0 2 33 | 51 82 | 120 151 | 167 198 200
| | |
\% \% \%
+-- -+ +-- -+ +---+
| 82| | 151] | 198|
-1 -] oot
| 151] | 198|
== e
| 198|
+-- -+

Figure 3: Exanple with | ocal deadline stacks

The preci se nmechani smjust described is by no neans the only way to
conput e | ocal deadlines. Furthernore, conbining tine-aware
scheduling solely at the ingress router, with EDF at all the other
routers, can provide "green waves" w th provabl e upper bounds to
del ay. However, optim zing such a schene at scale may still be
chal l enging. A random zed algorithmfor setting up such a case is
descri bed in [ AndrewsZhang] .

4. The Time Sensitive Router

Wiile a stack is the ideal data structure to hold the | ocal deadlines
in the packet, different data structures are used to hold the tine
sensitive packets (or their descriptors) in the routers. The
standard data structure used in routers is the queue which, being a
first in first out nenory, is suitable for a policy of first-to-
arrive first-to-exit, and not for EDF or other stack-based tine
sensitive nechanisns. Mre suitable data structures are sorted
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lists, search trees, and priority heaps. Wile such data structures
are novel in this context, efficient hardware inplenentations exist.

If all the tine sensitive flows are of the sanme priority, then a
single such data structure may be used for all tinme sensitive flows.
If there are tine sensitive flows of differing priorities, then a
separate such data structure is required for each level of priority
corresponding to a time sensitive flow, while the conventional queue
data structure may be used for priority levels corresponding to flows
that are not tine sensitive.

For exanple, assune two different priorities of time sensitive flows
and a lower priority for Best Effort traffic that is not tine

sensitive. |If applying strict priority the scheduler would first
check if the data structure for the highest priority contains any
packets. If yes, it transmts the packet with the earliest |oca
deadline. If not, it checks the data structure for the second
priority. If it contains any packets it transmts the packet wth
the earliest deadline. |If not, it checks the Best Effort queue. |If

this queue is nonenpty it transmts the next packet in the queue,
i.e., the packet that has waited in this queue the |ongest.

Separate prioritization and EDF is not necessarily the optinma
strategy. An alternative (which we call Liberal EDF, or LEDF) would
be for the scheduler to define a worst case (i.e., maxinmal) packet
transm ssion tinme MAXTT (for exanple, the tinme taken for a 1500 byte
packet to be transmitted at the output port’s line rate). Instead of
checki ng whether the data structure for the highest priority contains
any packets at all, LEDF checks whether its earliest packet’s |ocal
deadline is earlier than MAXTT fromthe current tinme. If it is, it
is transmtted; if it is not the next priority is checked, know ng
that even were a maxi mal size packet to be transmtted the schedul er
will still be able to return to the higher priority packet before its
| ocal deadline.

5. Segnent Routed Tine Sensitive Networking

Since Segnment Routing and the TSN nechani sm just described both
utilize stack data structures it is advantageous to conbine their
information into a single unified SRTSN stack. Each entry in this
stack contain two subentries, the forwarding instruction (e.g., the
address of the next router or the | abel specifying the next |ink) and
a scheduling instruction (the |ocal deadline).

Each SRTSN stack entry fully prescribes the forwardi ng and schedul i ng
behavi or of the correspondi ng router, both to-where and by-when the
packet should be sent. The insertion of a stack into packets thus
fully inplenments network programming for tine sensitive flows.
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6.

For exanple, Figure 4 depicts the previous exanple but with the

uni fied SRTSN stacks. Ingress router RL inserts a SRTSN stack with
three entries into the packet received. 1In this exanple the
forwardi ng sub-entry contains the identifier or address of the next
router, except for the Bottomof Stack entry that contains a speci al
BoS code (e.g., identifier zero). The ToS entry thus contains the
address of router R3 and the tinme by which the packet nust exit
router R2, namely T + 82 m croseconds. Router R2 pops this ToS

| eaving a SRTSN stack with 2 entries. Router R3 pops the new ToS
instructing it to forward the packet to router R4 by tine T + 151

m croseconds, leaving a stack with a single entry. Router R4 pops
the ToS and sees that it has reached bottom of stack. It then
forwards the packet according to the usual rules of the network (for
exanpl e, according to the I P address in the |IP header) by I ocal
deadline T + 198 mi croseconds.

+----4+ 2 +----+ 18 +----+ 38 +----+ 16 -+ 2 H----+
| UE |----- | RL|------- | R2 | ----nes | R |---se- | R4 |---e- | UE |
+----+ +----+ | +----+ | +----+ | +----+ +----+
I I || || || I I
I I || | | |1 I I
0 2 33 | 51 82 | 120 151 | 167 198 200
I I I
Vv Vv Vv
S SR + S SR + S SR +
| R2; 82| | R3; 151] | BoS; 198]|
[-------1 |------- | +o e e - - +
| R3; 151] | BoS; 198|
------- R
| BoS; 198|
S SR +

Figure 4. Exanple with conbi ned SRTSN st acks
Stack Entry For mat

A nunber of different tine formats are in common use in networking
applications and can be used to encode the |ocal deadlines. The

| ongest comonly utilized format is 80-bit PTP-80 tinmestanp defined
in | EEE 1588v2 Precision Tine Protocol [|EEE1588]. There are two
common 64-bit tinme representations: the NTP-64 tinestanp defined in
[ RFC5905] (32 bits for whole seconds and 32 bits for fractional
seconds); and the PTP-64 tinmestanp (32 bits for whole seconds and 32
bits for nanoseconds). Finally, there is the NIP-32 tinmestanp (16
bits of whole seconds and 16 bits of fractional seconds) that is
often insufficient due to its low resolution (15 m croseconds).
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However, we needn’t be constrained by these common formats, since our
wr aparound requirenments are mninmal. As long as we have no anbiguity
intimes during the flight of a packet, which is usually much | ess
than a second, the tinestanp is acceptable. Thus, we can readily use
a nonstandard 32-bit tinmestanp format with say 12 bits of seconds
(wraparound over 1 hour) and 20 bits for mcroseconds, or say 8 bits
for whol e seconds (w aparound over 4 mnutes) and 24 bits of tenths
of m croseconds.

For the forwardi ng sub-entry we could adopt |i ke SR MPLS standard
32-bit MPLS | abels (which contain a 20-bit | abel and BoS bit), and

t hus SRTSN stack entries could be 64-bits in size conprising a 32-bit
MPLS | abel and the aforenentioned nonstandard 32-bit tinestanp.

Al ternatively, an SR-TSN stack entry could be 96 bits in |length
conprising a 32-bit MPLS | abel and either of the standardi zed 64-bit
ti mest anps.

For |1 Pv4 networks one could enploy a 32-bit |1 Pv4 address in place of
the MPLS | abel. Thus, using the nonstandard 32-bit tinestanp the
entire stack entry could be 64 bits. For dynam c stack

i npl enentations a BoS bit would have to be included.

SRv6 uses 128-bit | Pv6 addresses (in addition to a 64-bit header and
possi bly options), and so 160-bit or 192-bit unified entries are
directly derivable. However, when the routers involved are in the
same network, address suffixes suffice to uniquely determ ne the next
router.

7. Stack Size
We can now address the question of the total overhead added by the

SRTSN stack. Were each stack entry to conprise a 128-bit |Pv6
address and a 64-bit tinestanp then each stack entry woul d consune 24

bytes! In such a case a 10-hop stack would be | arger than an average
| Pv4 packet.

But we needn’t be so wasteful! CQur deadline waparound requirenents
are mniml as a tinmestanp i s unanbi guous when t he w aparound
duration exceeds twice the maximumtinme path tine. In a single
network the forwardi ng sub-entry nmay consi st of a router address
suffix, or even an index uniquely identifying each router. |In fact,

it is easy to see that each entry need only be ceil ( | og2(Nrouters) )
+ ceil( 10og2(2 max-path-tinme / time-resolution) ) + 1 bits in
durati on.

For small networks this translates to about 16 bits per entry and for

medi um si zed ones 32 bits per entry. So, an entire 4-hop stack may
still occupy about as nmuch as a single | Pv6 address!
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8.

Control Pl ane

In the above di scussion we assuned that the ingress router knows the
deadl i ne of fset vector for each tine sensitive flow This vector may
be cal culated by a centralized managenent system and sent to the
ingress router, or may be cal cul ated by the ingress router itself.

In the former case there is central SRTSN orchestrator, which may be
based on a Network Managenent System or on an SDN controller, or on
a Path Conmputation Element server. The SRTSN orchestrator needs to
be know the propagation delays for all the links in the network,

whi ch may be determ ned using time domain reflectonetry, or via one-
way del ay neasurenment OAM or retrieved froma network planning
system The orchestrator may additionally know basic paraneters of
the routers, including mninmal residence tine, data rate of the
ports, etc. Wen a tine sensitive path needs to be set up, the SRTSN
orchestrator is given the source and destination and the del ay

budget. It first determnes feasibility by finding the end-to-end
del ay of the shortest path (shortest being defined in terns of
| at ency, not hop count). It then selects a path (usually, but not

necessarily, the shortest one) and cal cul ates the deadline offset
vector. The forwarding instructions and of fset vector (as well as
any other required flow based information, such as data rate or drop
precedence) are then sent to the ingress router. As in segnent
routing, no other router in the network needs to be inforned.

In the latter case the ingress router is given the destination and
the del ay budget. It sends a setup nessage to the destination as in
RSVP- TE, however, in this case arrival and departure tinestanps are
recorded for every router along the way. The egress router returns
the router addresses and tinmestanps. This process may be repeated
several tinmes and m ninumgating applied to approximate the Iink
propagation tinmes. Assumng that the path’s delay does not exceed

t he del ay budget, the path and deadline offset vector nmay then be
det er m ned.

The nmet hod of [AndrewsZhang] uses random zation in order to avoid the
need for centralized coordination of flows entering the network at
different ingress routers. However, this advantage cones at the
expense of much hi gher achi evabl e del ay budgets.

Security Considerations

SRTSN concentrates the entire network progranmm ng semantics into a
single stack, and thus tanmpering with this stack woul d have
devast ati ng consequences. Since each stack entry nmust be readabl e by
its corresponding router, protecting the stack woul d necessitate key
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di stribution between the ingress router and every router along the
pat h.

A sinpler mechani smwould be for the ingress router to sign the stack
with a public key known to all routers in the network, and to append
this signature to the stack. |If the signature is not present or is
incorrect the packet should be di scarded.

10. | ANA Consi derati ons
Thi s docunent requires no | ANA acti ons.
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