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Abstract

Thi s docunent di scusses the notivation and requirenents for
supporting interactive network queries and data collection through a
mechani sm cal | ed Dynam ¢ Network Probes (DNP). Network applications
and OAM have various data requirenments fromthe data plane. The
unpredi ctable and interactive nature of the query for network data
anal yti cs asks for dynam c and on-demand data col |l ection
capabilities. As user progranmbl e data plane is becomng a reality,
it can be enhanced to support interactive query through DNPs. DNP
supports node, path, and fl ow based data preprocessi ng and
collection. For exanple, in-situ OAM (i OAM wi th user-defined fl ow
based data collection can be programed and configured through DNP
DNPs serve as a building block of an integrated network data
telemetry and anal ytics platformwhich involves the network data

pl ane as an active conponent for user-defined data collection and
preparation

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Decenber 21, 2017.
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I nt roducti on

Net wor k service provider’s pain points are often due to the |ack of
network visibility. For exanple, network congestion collapse could
be avoided in many cases if it were known exactly when and where
congestion is happening or even better, if it could be precisely
predi cted well before any inpact is nmade; sophisticated network
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attacks could be prevented through stateful and distributed network
behavi or anal ysi s.

In order to provide better application-centric services, user flows
and their interaction with networks need to be tracked and
under st ood.

The emerging trend of network automation ains to keep people out of
the OAM and control loop to the greatest extent for automated health
prediction, fault recovery, demand pl anni ng, network optim zati on,
and intrusion prevention, based on big data anal ytics and nmachi ne

| earni ng t echnol ogi es.

These applications need all kinds of network data, either passing

t hrough networks or generated by network devices. For such
applications to be effective, the data of interest needs to be
retrieved in real tine and on demand in an interactive and iterative
fashion. Continuous streaming data is often required. Therefore, it
is valuable to build a unified and general - purpose network telenetry
and analytics platformwith integrated data pl ane support to provide
the conplete network visibility at the m ni num data bandwi dth. This
is in contrast to the pieceneal solutions which only deal with one
single problemat a tine.

We propose two ideas to enable such a vision. First, we devise the
Dynam c Network Probe (DNP) as a flexible and dynam c neans for data
pl ane data coll ection and preprocessing, which can prepare data for
data anal ytics applications (Note that nost of the DNPs are so conmon
that it nakes perfect sense to predefine the standard data nodels for
them such that the conventional data plane devices can still be

desi gned and configured to support then). Second, we show t he
possibility to build a universal network telenetry and anal ytics
platformwith an Interactive Query (1 Q interface to the data pl ane
whi ch can conpil e and depl oy DNPs at runtinme (or configure DNPs
dynam cal |y based on standard data nodels). |In such a system

net wor k devices play an integral and active role. W show a |ayered
architecture based on a programrmabl e data pl ane whi ch supports
interactive queries on network data.

In this docunment We di scuss requirenents, use cases, working itens,
and chall enges, with the hope to trigger conmunity interests to
devel op correspondi ng technol ogi es and st andar ds.

2. Mtivation for Interactive Query with DNP
Net wor k applications, such as traffic engi neering, network security,

network health nonitoring, trouble shooting, and fault diagnosis,
require different types of data collection. The data are either
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normal traffic packets that are filtered, sanpled, or digested, or
net adat a generated by network devices to convey network states and
status. Broadly speaking, there are three types of data to be

coll ected fromnetwork data plane: path-based, flow based, and node-
based. Path-based data is usually collected through dedi cated
probi ng packets (e.g., ping and traceroute); Flow based data

col l ection designates user flows to carry data of interest (e.g., in-
situ OAM [ | - D. brockner s-i nband- oam requi renents]); Node-based data is
directly retrieved fromsel ected network devices (e.g., ipfix

[ RFC7011] ) .

Sonme data is considered atomic or primtive. For exanple, a packet’s
arrival tinmestanp at a particular node cannot be further

di sintegrated. The atom c data can be used to generate synthetic and
conmbi national data. For exanple, a packet’s |atency on a path can be
cal cul ated through the packet tinestanps at the end of the path.
Dependi ng on the application, either data may be required. |[If the
application’s real intent is the latter, it nmakes sense to directly
provi de such data to reduce the data transfer bandw dth, at the cost
of a small processing overhead in the data plane and/ or control

pl ane. Some synthetic and conbi nati onal data can be acquired through
mul tiple data types, but the nost efficient way is preferred for a
specific network. For the simlar purpose of data traffic reduction,
applications may not need the "raw' data all the tine. Instead, they
may want data that is sanpled and filtered, or only when sone
predefined condition is nmet. Anyway, application’ s requirenments on
data are diversified and unpredictable. Applications my need sone
data which is not readily available at the tine of request.

Sonme applications are interactive or iterative. After analyzing the
initial data, these applications may quickly shift interests to new
data or need to keep refining the data to be coll ected based on

previ ous observations (e.g., an elephant flow detector continues to
narrow down the flow granularity and gather statistics). The control
| oop algorithns of these applications continuously interact with the
data plane and nodify the data source and content in a highly dynamc
manner .

Ideally, to support all potential applications, we need ful
visibility to know any states anytine anywhere in the entire network
data plane. In reality, this is extrenely difficult if not

i npossible. A strawran option is to mrror all the rawtraffic to
servers where data analytics engine is running. This brute-force
nmet hod requires to double the device port count and the traffic
bandw dt h, and poses enornous conputing and storage cost. As a
tradeof f, Test Access Port (TAP) or Switch Port Analyzer (SPAN) is
used to selectively mrror only a portion of the overall traffic.

Net wor k Packet Broker (NPB) is deployed along with TAP or SPAN to
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3.

process and distribute the raw data to various data anal ytics tools.
There are sone other solutions (e.g., sflow [RFC3176] and ipfix

[ RFC7011] ) which can provide sanpled and di gested packet data and
sonme traffic statistics. Meanwhile, network devices al so generate
various log files to record m scel |l aneous events in the system

When aggregating all these solutions together, we can gain a
relatively conprehensive view of the network. However, the main
problemis the lack of a unified platformto deal with the general
network telenmetry problem and the highly dynam ¢ and unpredictabl e
data requirenents. Mbreover, each pieceneal solution inevitably

| oses information due to data plane resource limtations which nmakes
t he data anal ytical results subopti nal

Trying to design an ommi potent systemto support all possible runtine
data requests is al so unvi abl e because the resources required are
prohibitive (e.g., even a sinple counter per flowis inpossible in
practice). An alternative is to reprogramor reconfigure the data

pl ane devi ce whenever an unsupported data request appears. This is
possi bl e thanks to the recently avail abl e programmuabl e chi ps and the
trend to open the programmability to service providers.

Unfortunately, the static programm ng approach cannot neet the real
time requirenents due to the |atency incurred by the progranm ng and
conpi ling process. The reprogramm ng process al so risks breaking the
normal operation of network devices.

Then a viable solution left to us is: whenever applications request
data which is yet unavailable in the data plane, the data plane can
be configured in real tinme to return the requested data. That is, we
do not attenpt to make the network data plane provide all data al

the tine. Instead, we only need to ensure that any application can
acqui re necessary data instantly whenever it actually needs it. This
dat a- on- demand nodel can support effectively omi network visibility,
Note that data collection is neant to be passive and shoul d not
change the network forwarding behavior. The active forwarding
behavi or nodification is out of the scope of this draft.

Data can be custom zed dynami cally and polled or pushed based on
application’s request. Mbderate data preprocessing and preparation
by data pl ane devi ces nay be needed. Such "in-network" processing
capability can be realized through DNP

Use Cases
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3. 1. In-Situ OAMwith User Defined Data Coll ection

In-situ OAM [ I - D. brockner s-i nband- oam requi renents] collects data on
user traffic’'s forwarding path. Fromthe control and managenent

pl ane point of view, each data collection task is a query fromthe
OAM application. 1In case the data collection function is not hard
coded in network devices, DNP can be dynam cally depl oyed to support
the in-situ OAM

While the current in-situ OAMdrafts only concern the data pl ane
packet format and use cases, the applications still need a control
and managenent interface to dynamcally enable and di sable the in-
situ OAM functions, which involves the tasks such as choosing the
source and destination nodes on the path, the flowto carry the OAM
data, and the way to handle the data at the path end. These
configuration tasks can be done through DNP

More inportantly, in-situ OAM [I-D. brockners-i nband- oam data] may
col l ect user-defined data which are not avail able at device
configuration tine. 1In this case, the data can be defined by DNP
DNP can further help to preproess the data before sending the data to
t he subscribing application. This can help to reduce the OAM header
size and the application’s work | oad.

3. 2. DDoS Det ecti on

In a data center the security application wants to find the servers
under possible DDoS attack with a suspiciously |arge nunber of
connections. It can deploy DNPs on all the portal switches to
periodically report the nunmber of unique flows targeting the set of
the protected servers. Once the queried data are collected, it is
easy to aggregate the data to find the potential DDoS attacks.

3.3. Elephant Flow Identification

An application wants to query the network-wi de top-n flows. Various
al gorithnms have been devel oped at each network device to detect |ocal
el ephant flows. These algorithnms can be defined as DNPs. A set of
net wor k devi ces are chosen to deploy the DNPs so each will
periodically report the | ocal elephant flows. The application wll
aggregate the data to find the gl obal elephant flows. The el ephant
flow identification can be an interactive process. The application
may need to adjust the existing DNPs or deploy new DNPs to refine the
detection results.

In some cases, the local resource in a network device is not

sufficient to nonitor the entire flow space. W can partition the
fl ow space and configure one network device in a group with a DNP to
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track only a subset of flows, given the assunption that each device
can see all the flows.

3.4. Network Congestion Mnitoring

Net wor k congestion is reflected by packet drops at routers or
swtches. Wiile it is easy to get the packet drop count at each
network device, it is difficult to gain insights on the victins, hot
spots, and | ossy paths. W can deploy DNPs to acquire such
information. DNPs are depl oyed on all network devices to collect the
detailed information about the dropped packet such as its signature
and the port it is dropped. Based on the collected data, the
application can generate the report on the top victinms, hot spots,
and the nost | ossy paths.

4. Enabling Technol ogi es for DNP

Net wor k data plane is becom ng user progranmmble. It neans the
network operators are in control of custom zing the network device’'s
function and forwardi ng behavior. Figure 1 shows the industry trend,
whi ch shapes new fornms of network devices and inspires innovative
ways to use them

S R + S R + S R +
I I I I I I
| NOS | | APP | |  APP |
| | | | | |
B + B + +o e e - - +
N N N
| | | runtinme
decouple |  ------ > | config tinme ---> | interactive
| | progranm ng | progranm ng
Vv Vv Vv
R + o e + e e e e e o - +
| box with | | box with | | box with |
| fixed | | programmable| | interactive
| function | | chip | | programmabl e
| ASIC | | | | chip |
R + o e - + e e e e e - +

Figure 1: Towards User Programmabl e Data Pl ane

The first trend is |l ed by the OCP networking project, which advocates
t he decoupling of the network operating system and the network device
hardware. A common Switch Abstract Interface (SAl) allows
applications to run on heterogeneous substrate devices. However,
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such devices are built with fixed function ASICs, which provide
l[imted flexibility for application custom zati on.

The second trend is built upon the first one yet nmakes a big | eap.
Chi p and devi ce vendors are working on opening the programmability of
the NPU, CPU, and FPGA-based network devices to network operators.
Most recently, programmabl e ASIC has been proven feasible. High

| evel |anguages such as P4 [DO _10. 1145 2656877. 2656890] have been
devel oped to make the network device programm ng easy and fast. Now
a network device can be programred into different functioning boxes
dependi ng on the programinstall ed.

However, such programm ng process is considered static. Even a m nor
nodi fication to the existing application requires to reconpile the
updat ed source code and reinstall the application. This incurs |ong
depl oynment | atency and nmay al so tenporarily break the normal data

pl ane operati on.

User progranmmabl e data pl ane should be stretched further to support
runtime interactive progranmng in order to extend its scope of
usability, as proposed in POF [DO _10.1145 2491185. 2491190] Dynam c
application requirenments cannot be foreseen at design tine, and
runtinme data plane nodifications are required to be done in real tine
(for agile control |oop) and on demand (to neet data plane resource
constraints). Meanwhile, the data plane devices are capable of doing
nore conplex things such as stateful processing w thout always
resorting to a controller for state tracking. This allows network
devices to offload a significant portion of the data processing task
and only hand off the preprocessed data to the data-requesting
appl i cations.

We can still use static programm ng with high | evel |anguages such as
P4 to define the nmain data plane processing and forwardi ng function.
But at runtime, whenever an application requires to nmake sone

nodi fication to the data plane, we deploy the increnental

nodi fication directly through the runtinme control channel. The key
to make this dynam c and interactive progranmmng work is to maintain
a unified interface to devices for both configuration and runtine
control, because both programm ng paths share the sane data pl ane
abstraction and use the same back-end adapting and nmappi ng met hod.

NPU- based networ k devices and virtual network devices running on CPU
GPU can easily support the static and runtine in-service data plane
programmability. ASIC and FPGA-based network devices may be
difficult to support runtinme progranmm ng and update natively.
However, for telenmetry data collection tasks, the device |ocal
controller (or even renpte servers) can be used in conjunction wth
the forwarding chip to conplete the data preprocessi ng and
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preparation. After all, applications do not care how the data probes
are inplemented as |ong as the sanme APl is nmaintained.

5. Dynam c Network Probes

Net wor k probes are passive nonitors which are installed at specific
forwardi ng data path | ocations to process and col |l ect specific data.
DNPs are dynamically depl oyed and revoked probes by applications at
runtime. The custom zabl e DNPs can collect sinple statistics or
conduct nore conplex data preprocessing. Since DNPs nay require
actively nodifying the existing data path pipeline beyond sinple flow
entry mani pul ati on, these operations need to be done through
interactive progranmm ng process. Wen a DNP is revoked, the invol ved
shared resources are automatically recycled and returned back to the
gl obal resource pool.

DNPs can be depl oyed at various data path |ocations including port,
gueue, buffer, table, and table entry. Wen the data pl ane
programmability is extended to cover other conponents (e.g., CPU

| oad, fan speed, GPS coordination, etc.), DNPs can be deployed to
col |l ect corresponding data as well. A few data pl ane objectives can
be conposed to form probes. These objectives are counter, neter,
timer, tinmestanp, register, and table. Conbining these with the
packet filter through flow table entry configuration, one can easily
nmonitor and catch arbitrary states on the data pl ane.

In practice, DNP can be considered a virtual concept. Its deploynent
can be done through either configuration or programm ng. For |ess
flexible platforns, probes can be predefined but support on-denmand
runtime activation. Conplex DNP functions can al so be achi eved

t hrough col | aborati on between data plane and control plane. Mst
common DNPs can be nodel ed for easy inplenentation. The goal is to
make DNP i npl enentation transparent to upper |ayer applications.

The sinplest probe is just a counter. The counter can be configured
to count bytes or packets and the counting can be conditional. The
nore conpl ex probes can be considered as Finite State Machi nes (FSM
whi ch are configured to capture specific events. FSMs essentially
preprocess the raw stream data and only report the necessary data to
subscri bi ng applications.

Appl i cations can use poll nobde or push node to access probes and
collect data. The normal counter probes are often accessed via pol
node. Applications decide what tinme and how often the counter val ue
is read. On the other hand, the conplex FSM probes are usually
accessed in push node. Wen the target event is triggered, a report
is generated and pushed to the application.
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Timer is a special global resource. A tinmer can be configured to
link to some action. Wen the tinme is up, the correspondi ng action
is executed. For exanple, to get notification when a port | oad
exceeds sonme threshold, we can set a tiner with a fixed tine-out
interval, and link the tiner to an action which reads the counter and
generates the report packet if the condition is triggered. This way,
the application avoids the need to keep polling statistics fromthe
dat a pl ane.

Wth the use of global registers and state tables, nore conpl ex FSM
probes can be inplenented. For exanple, to nonitor the half-open TCP
connections, for each SYN request, we store the flow signature to a
state table. Then for each ACK packet, the state table is checked
and the matched entry is renoved. The state table can be
periodically polled to acquire the Iist of half-open connections.

The application can al so choose to only retrieve the counter of half-
open connections. Wen the counter exceeds sone threshold, further
measures can be taken to examne if a SYN flood attack is going on.

Regi sters can be considered mni state tables which are good to track
a single flow and a few state transitions. For exanple, to get the
duration of a particular flow, when the flowis established, the
state and the tinestanp are recorded in a register; when the flowis
torn down, the flow duration can be calculated with the old tinestanp
and the new timestanp. |In another exanple, we want to nonitor a
gueue by setting a low water mark and a high water mark for the fil

| evel. Every tine when an enqueue or a dequeue event happens, the
gueue depth is conpared with the marks and a report packet is
generated when a mark i s crossed.

Some probes are essentially packet filters which are used to filter
out a portion of the traffic and mrrored the traffic to the
application or some other target port for further processing. There
are two ways to inplenent a packet filter: use a flow table that

mat ches on the filtering criteria and specify the associ ated action;
or directly make a decision in the action. An exanple of the forner
case is to filter all packets with a particular source |IP address.

An exanple of the latter case is to filter all TCP FIN packets at the
edge. Although we can always use a flowtable to filter traffic,
sonmetimes it is nore efficient and convenient to directly work on the
action. As being programmed by the application, the filtered traffic
can be further processed before being sent. Two nbst common
processes are digest and sanple, both aimng to reduce the quantity
of raw data. The digest process prunes the unnecessary data fromthe
ori gi nal packet and only packs the useful information in the digest
packet. The sanpl e process picks a subset of filtered traffic to
send based on sone predefined sanpling criteria. The two processes
can be used jointly to nmaxim ze the data reduction effect.
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5.

5.

1

1

An application may need to install nultiple DNPs in one device or
across multiple devices to finish one data anal ytical task. For
exanple, to neasure the latency of any link in a network. W instal
a DNP on the source node to generate probe packets with tinestanp.

We install another DNP at the sink node to capture the probe packets
and report both the source tinestanp and the sink tinestanp to the
application for link |latency cal cul ation. The probe packets are al so
dropped by the sink DNP. The source DNP can be configured to
generate probe packets at any rate. It can al so generate just one
probe packet per application request.

Using the simlar idea, we can deploy DNPs to neasure the end-to-end
flow | atency or trace exact flow paths. 1In this case, the DNPs can
be depl oyed to enable the corresponding i OAMin-situ data collection
service. At the path end, the DNP cal cul ates the desired out put
based on the coll ected data.

Applications could have many such custom data requests. Each request
| asts various tinme and consunes various network resources. Dynamc
probe configuration or programmng is not only efficient but also
necessary. In summary, DNP is a versatile tool to prepare and
generate just-in-tinme telemetry data for data anal ytical
appl i cations.

DNP Types

DNP can be roughly grouped into three types: node-based, path-based,
and flow based. Following is the list of DNPs. Sone are atom c and
the others can be derived fromthe atom c ones. Note that the |ist
is by no neans conprehensive. The |list does not include the device
state and status data that is steadily avail able. Depending on the
device capability, nore conplex DNPs can be inpl enented.
Applications can subscribe data fromnultiple DNPs to nmeet their
needs. The fl ow based data can be directly provided by i OAM data or
derived from i OAM dat a.

1. Node Based
o Stream ng Packets
* Filter flow by user-defined flow definition.

* Sanmple with user-defined sanple rate. The sanple can be based
on interval or probability.

* Generate packet digest with user defined fornat.

o Fl ow Counter
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5.1. 2.

Song,

* Associ ate poll-node counter for user-defined flow

* Associ ate push-node counter for user-defined flow. The counter
val ue i s pushed at user-defined threshold or interval.

Fl ow Met er
* Associ ate poll-node neter for user-defined flow

* Associ ate push-node neter for user-defined flow. The neter
value is pushed at user-defined threshold or interval.

Queue

* Queue depth for designated queue is polled or pushed at user-
defined threshold or interval.

* Designated buffer depth is polled or pushed at user-defined
threshold or interval.

Ti me

*  Time gap between user-defined fl ow packets is polled or pushed
in stream ng data or at user-defined threshol d.

* Arrival/Departure/ Sojourn tinme of user-defined flow packets is
pol l ed or pushed streanm ng data or at user defined threshold.

Statistics

*  Nunmber of active flows, elephant flows, and mce flows.
Pat h Based

Nunber of active flows per node on the path.

Path | atency.

Round trip tine of the path.

Node I D and ingress/egress port of the path.

Hop count of the path.

Buf f er/ queue depth of the nodes on the path.

Wor kl oad of the nodes on the path.
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5.

1

3. FI ow Based

o Flow Latency: Latency at each hop or cumul ative E2E | atency for
user -defined fl ow

o Flow Jitter: Jitter at each hop or on the entire path for user-
defined flow

o Flow Bandw dth: Bandwi dth at each hop or the bottl eneck bandw dth
on the entire path for user-defined flow

o Flow Path Trace: Port and Node I D, and other data of the path for
user -defined flow

o0 Proof of Transit (PoT) for particular set of nodes.
Interactive Query Architecture

In the past, network data analytics is considered a separate function
fromnetworks. They consunme raw data extracted from networks through
pi eceneal protocols and interfaces. Wth the advent of user
programmabl e data pl ane, we expect a paradigmshift that nakes the
data pl ane be an active conponent of the data analytics sol ution.

The programmabl e i n-network data preprocessing is efficient and
flexible to offload sonme |ight-weight data processing through dynamc
data pl ane programm ng or configuration. A universal network data
analytics platformbuilt on top of this enables a tight and agile
network control and OAM f eedback | oop

Wiile DNP is a passive data plane data collection nechanism we need
to provide a query interface for applications to use the DNPs for
data anal ytics. A proposed dynam c networking data anal ytical system
architecture is illustrated in Figure 2. An application transl ates
its data requirenents into sone dynam c transactional queries. The
gqueries are then conpiled into a set of DNPs targeting a subset of
data plane devices (Note that in a less flexible target with
predefi ned nodels, DNPs are configured). After the DNPs are

depl oyed, each DNP conducts in-network data preprocessing and feeds
the preprocessed data to the collector. The collector finishes the
dat a post-processing and presents the results to the data-requesting
appl i cation.
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Figure 2: Architecture of 1Qwth DNP

A query can be either continuous or one-shot. The continuous query
may require the application to refine the existing DNPs or depl oy new
DNPs. \When an application revokes its queries, the idle DNP resource
is released. Since one DNP may be subscribed by nultiple
applications, the runtine systemneeds to keep track of the active
DNPs.

7. Requirenents for 1Q with DNP
This section lists the requirenents for interactive query with DNP
o Applications should conduct interactive query through a standard
interface (i.e., APl). The systemis responsible to conpile the
IQinto DNPs and deploy the DNPs to the correspondi ng network
nodes.

o DNPs can be depl oyed through sone standard south bound interface
and protocols such as gRPC, NETCONF, etc.

o The interactive query should not nodify the forwardi ng behavi or.
The API shoul d provide the necessary isolation.
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The depl oyed DNP should not | ower the forwardi ng performance of
t he data plane devices. |If the DNP would affect the forwarding
per formance, the query shoul d be deni ed.

The system shoul d support nultiple parallel queries fromnmnultiple
appl i cations.

One application can deploy different DNPs to a set of network
nodes and these DNPs work jointly to finish a function.

DNP may be revoked and preenpted by the controller due to resource
conflict and application priority.

8. Considerations for 1Qw th DNP

8. 1.

Techni cal Chal | enges

Sonme technical issues need to be addressed to realize interactive
guery with DNP on general network data pl ane:

0]

Song,

Al'l owi ng applications to nodify the data plane has security and
safety risks (e.g., DoS attack). The counter measure is to supply
a standard and safe APl to segregate applications fromthe runtine
system and provide applications |imted accessibility to the data
pl ane. Each APl can be easily conpiled and mapped to standard
DNPs. An SQ.-1i ke query |language which adapts to the stream
processi ng system m ght be feasible for the applications.

When nmultiple correlated DNPs are depl oyed across nmultiple network
devices or function blocks, or when nultiple applications request
t he sane DNPs, the depl oynent consistency needs to be guarant eed
for correctness. This requires a robust runtinme conpiling and
managenent system whi ch keeps track of the subscription to DNPs
and controls the DNP execution tinme and order.

The performance inpact of DNPs nust be eval uated before depl oynent
to avoid unintentionally reducing the forwardi ng throughput.
Fortunately, the resource consunption and perfornmance inpact of
standard DNPs can be accurately profiled in advance. A device is
usual |y over provisioned and is capabl e of absorbing extra
functions up to a limt. Moreover, programmable data plane all ows
users to tailor their forwarding application to the bare bones so
nore resources can be reserved for probes. The runtine system
needs to evaluate the resulting throughput perfornmance before
commtting a DNP. If it is unacceptable, either sonme ol d DNPs
need to be revoked or the new request nust be deni ed.
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8. 2.

10.

11.

12.

Son
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o Wile DNP is relatively easy to be inplenented in software-based
platform(e.g., NPU and CPU), it is harder in ASIC- based
programmabl e chips. Architectural and algorithm c innovations are
needed to support a nore flexible pipeline which allows new
pi pel i ne stage, new tables, and new custom actions to be inserted
at runtinme through hitless in-service updates. An architecture
wi th shared nenory and fl exi bl e processor cores might be viable to
nmeet these requirenents. Alternatively, DNPs can be inpl enented
usi ng an "out-of-band" fashion. That is, the slow path processor
is engaged in conjunction with the forwarding chip to conplete the
DNP functi on.

St andard Consi derati on

The query APl can be potentially standardi zed. The actually DNP
depl oynment interface may consider to reuse or extend the |ETF
standards and drafts such as gRPC [I-D. tal war-rtgwg-grpc-use-cases]
and NETCONF [ RFC6241]. W may al so define standard telenmetry YANG
[ RFC6020] nodel s for conmmon DNPs so these DNPs can be used in a
confi gurabl e way.

Security Consi derations

Al'l owi ng applications to nodify the data plane has security and
safety risks (e.g., DoS attack). The counter neasure is to supply
standard and safe APl to segregate applications fromthe runtine
system and provide applications limted accessibility to the data

pl ane. Each APl can be easily conpiled and nmapped to standard DNPs.
An SQL-11ike query | anguage which adapts to the stream processing
system m ght be feasible and secure for the applications.

| ANA Consi derati ons
This meno includes no request to | ANA
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