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Abstract

QUICis a UDP-based protocol for congestion controlled reliable data
transfer, while RTP serves carrying (conversational) real-tinme nedia
over UDP. This draft discusses design aspects and issues of carrying
RTP over QU C
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1. I nt roducti on

The Real -time Transport Protocol (RTP) [RFC3550] is a protocol for
carrying nedia with real-tinme properties. It is usually mapped to
UDP, possibly with DILS [ RFC5763] [ RFC5764] in-between, as UDP all ows
RTP full control over packet transm ssion timng and congestion
control. A nunber of mnedi a-specific and nedi a-i ndependent error
control nmechani sns have been devel oped in the AVICORE and AVTEXT WGs
to cope with the unreliability of UDP (e.g., [RFC4588]), and several
congestion control nechanisns are presently being explored in the
RMCAT WG (e.g., [I-D.ietf-rncat-screamcc] [I-D.ietf-rntat-gcc]
[I-D.ietf-rncat-nada] [I-D.ietf-rncat-coupl ed-cc]
[1-D.singh-rntat-adaptive-fec]), in addition to the basic circuit
breaker mechani sm [ RFC8083]). RTP could also run over TCP or DCCP,
but experinments have shown that the operational range in terns of
underlying network conditions is fairly limted [Del ay- TCP]

How to use of RTP is usually agreed upon between two endpoints using
a signaling channel (e.g., SIP [RFC3261]) or WDbRTC
[I-D.ietf-rtcweb-overview] [I-D.ietf-rtcweb-rtp-usage], both with the
of fer/ answer exchange [ RFC3264] using the Session Description

Prot ocol (SDP) [RFC4566]. RTP can run on top connectionless as well
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as connection-oriented transport protocols. The signaling channel is
al so exploited to support NAT traversal RTP using |ICE [ RFC5245].

The QUIC transport protocol [I-D.ietf-quic-transport]
[I-D.ietf-quic-tls] [I-D.ietf-quic-recovery]
[I-D.ietf-quic-manageability] [I-D.ietf-quic-applicability]
[I-D.ietf-quic-http] is being devel oped as a secure, reliable,
congestion controll ed UDP-based transport protocol with web
applications as the primary target. |In particular, QUC allows for
| ow | atency establishment of secure connections and supports
extensive nmultiplexing of many i ndependent streanms within a single
connection (over a single UDP port), making it attractive for
bundling of multiple nedia streans currently specified in SDP using
[1-D.ietf-mrusic-sdp-bundl e-negoti ati on]

The docunent discusses the possible use of RTP over QU C with three
mai N pur poses:

o Understandi ng and defining a sensible mapping of RTP sessions onto
one (or nore) QU C connections (section 3);

o Deriving a wishlist for QU C functionality to be fed into the QU C
WG (section 4); and

o Defining a profile of the QU C protocol with the necessary
signaling extensions to enable RTP over QUIC (section 5).

Editor’s note: Section 4 is intended to docunent requirenents for now
and may di sappear later if those are nmet or fornmally folded into a
separate document. Also sections 3 and 5 may ultimtely becone
separate Internet drafts for considerations by different working
groups (e.g., AVICORE and MVUSI C).

2. RTP-to-Transport Interface

The Real -time Transport Protocol defines the notion of RTP sessions

to describe an elenmentary communi cation rel ati onship between two or

nore parties. An RTP session conprises a uni-, bi-, or

mul tidirectional flow of RTP packets carrying nedia as well as flows
of RTCP packets providing feed forward from RTP senders to receivers
and feedback from RTP receivers to senders.

Each nedia source is identified by a 32-bit Synchroni zati on Source
(SSRC) identifier, unique within an RTP session. An RTP session
conprise the set of media sources that have the sanme view of the SSRC
space. A single endpoint may use nultiple SSRC identifiers (e.qg.,

one for audio and one for video). Miltiple nedia streans of a single
endpoint are tied together by nmeans of a common Canoni cal Nane
(CNAME) carried as part of the RTCP Source Description (SDES)
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packets. This allows receivers to, e.g., determ ne which nedia
streanms to synchroni ze.

Oiginally, in an RTP session the RTP and RTCP streans each used
different port nunbers, so that a single RTP session would use two
port nunbers (historically, when used with nulticast conferencing,

t hese were adjacent port nunbers, RTP on the even and RTCP on the
next higher odd port nunber). However, the use of unicast RTP has,
(not just) due to the presence of NATs, notivated the multipl exing of
both RTP and RTCP on a single port nunber [RFC5761]. The payl oad
structure and nunber spaces used for RTP and RTCP packets were

desi gned to support this easily.

The bundl e framework [I-D.ietf-music-sdp-bundl e-negotiation] allows
mul ti plexing of nultiple RTP streanms on a single address: port
conmbination. All the RTP streans in a bundled group are part of a
singl e RTP session sharing a single SSRC nunber space [ RFC3550].

These two efforts al so reduce the nunber of |CE candi dates to be

val idated as part of a multinedia call or conference setup procedure.
They are particularly required in conjunction with WebRTC to reduce

t he signaling and resource requirenents, which would affect NATs as
well as STUN and TURN servers. W note, however, that ICE is not
currently usable with QU C, since QU C and STUN packets are not
readi |y distinguished on a single UDP port, due to poor choice of
packet formats.

WebRTC deserves particul ar consideration because its potential close
relationship to QU C WDbRTC uses HITP/ 1.1 (possibly using
WebSockets), or HITP/2 to connect to web servers, and thus w |
likely use QUCin the future as a signaling transport. Moreover,
WebRTC supports peer-to-peer data channels, which currently target
usi ng SCTP over UDP over DTLS: SCTP for streamnmultiplexing within a
connection and UDP for better NAT traversal properties. Since QUC
woul d seemto support these two functions, it could be a natural
choice to be used for the data channel as well - although this would
require changes to the QUI C packet formats to all ow denul tipl exi ng
with STUN for NAT traversal

For the actual nedia transm ssion, RTP use codec-specific payl oad
formats that define how a piece of encoded nedia is broken down into
data units that can fit into an MIU-sized packet for transm ssion

One i nportant goal of RTP payload format design is allow ng decodi ng
packets as nuch as possi bl e i ndependent of each other as sonme may be
| ost due to the best-effort nature of the underlying UDP [ RFC2736] .
This inplies, on the one hand, that RTP senders have to perform
codec-l evel fragnentation in a semantically neani ngful manner and, on
the other hand, that are in control of packet boundaries and
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transm ssion scheduling and timng as well as retransm ssion
deci si ons.

On the receiving side, RTP expects a detail ed understandi ng of packet
reception timng, possible reordering, and | osses, as this
information is used for the feedback statistics.

3. RTP-to-QUI C Mappi ng

This section address the necessary considerations to realize _one_
possi bl e way of carrying RTP-over-QU C

Editor’s note: At this point, this section is intended to explore the
desi gn space and briefly describe a nunber of different options

wi t hout nmaking specific reconmendati ons about which option(s) to
choose. Future revisions of this docunent nove towards taking
concrete deci sions.

3.1. Mpping Semantic Units

RTP payl oad fornmats define a mapping of nedia data units (e.g., video
or audio franes, audio sanples, etc.) to packets. Assum ng that we
W Il preserve the structure of RTP header, optional header extension,
and payl oad, there are two obvi ous options:

Preserve the previous RTP assunptions about semantic fragnentation
at MIU size boundaries; i.e., use the sane packetizati on mechani sm
as before, just then drop the resulting RTP packet into a QJC
payl oad. Note that the MIU size nmay be smaller since QU C packet
headers are larger than plain UDP headers.

OQperate solely on semantic units such as video franmes, and map
each semantic unit to a QU C payload. This approach |eaves the
final packetization decision to QUC. In this case, our "MIU
size" would not be defined by the IP layer but by QUC. It is
possible in this case for video frame conposed of nmultiple RTP
packets to use one RTP header for the whole video franme; no need
to break the video frame to nultiple RTP packet, put all payl oad
as one RTP packet whose size nmay be bigger than MIU and send it as

QUI C payl oad.

If we assune that semantic units are to be received and processed
atomcally for best performance results, then option 2) would be
preferred. |If we consider that subunits are neaningful (e.g., slices
in case of video), then option 1) may be preferred. In any case,
however, it would be up to the payload definition to determ ne what a
semantic unit.
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3.2. Encapsulating Media Units

QUI C streans do not preserve packet boundaries but rather offer the
same abstraction as TCP does. Therefore, if nultiple identifiable
media units are to be transmtted on the the sane stream the
encapsul ati on nechani snms MJUST provi de boundaries for nedia data
units, e.g., simlar to the approach chosen for carrying RTP in TCP.

The exception would be if only a single frane is ever transmtted
across a single stream (see option 3 in section 3.3) so that stream
termnation signifies the end of the respective packet.

3.3. Mpping Media to Streans

There are three basic distinct options for nmapping nmedia to streans:

Map an RTP session to a QU C stream In this case, all nedia
packets of the RTP session would be carried within a single QU C
stream

Map an RTP streamto a QU C stream |In case, as presently
di scussed in the QUC W5 the QU C stream woul d be unidirectiona
and we will have one QUIC stream per transm ssion direction.

Note that both options would map, e.g., FEC or retransm ssion
sessions to different QU C streans. Note also that both 1. and 2.
inmplicitly create the problem of head-of-1line blocking since QUC
streans are reliable and order preserving. This would thus not serve
the real-time nature of RTP packets well.

Map each i ndependently decodabl e groups of franmes, video frane, or
even packet, depending on the encapsul ati on chosen to an

i ndividual QUIC stream This is independent of whether streans,
woul d be uni- or bi-directional.

Option 3 elimnates the head of |ine blocking problemof options 1.
and 2. because QUI C does not provide any ordering across different
streanms. Using larger semantic units (e.g., GOPs) for stream

mappi ng, would provide for nore efficient stream nunber usage.
However, all streamframes are still transmtted reliably. This
inplies that QUC will performretransm ssions even for packets that
woul d be too | ate already.

Mappi ng each video frane or packet to a different streamwould raise
an issue with stream nunbering unless all RTP sessions are

mul ti pl exed on a single UDP socket anyway and then all RTP packets
woul d sinply be mapped to different streans.
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An open question here would be how to deal with additional data
channels that don’t use RTP. ldeally, it should be possible that
those be within the same QU C connection (if QUC is used as
transport) to avoid consum ng again nore port nunbers. Since, on the
one hand, data channels can be set up and torn down at any tine and,
on the other hand, nedia packets are transmtted continuously, a need
arises to set aside streans for data channels. One option would be
"reserving" those streans in sone form But then, how many to
reserve? Moreover, this would be inconpatible with the slides stream
nunber wi ndow being used by QUC  Alternatively, one would need to
synchroni ze the use of QU C streans in real-tinme between the
signaling and application channels and the nedi a packet transm ssion.
This may be hard to achi eve and al so suffers fromthe problemof the
streamid wi ndow noving fast with frane transm ssions. A third

opti on woul d be addi ng anot her demultiplexing structure (e.g., to

di fferent RTP headers from data packets) and use a simlar schene of
one application data unit (ADU) per streamfor other applications.
Wil e feasible, this appears sonewhat cunbersone in the nmapping.

We finally need to consider inter RTP stream synchroni sati on and how
if this would be affected by use of multiple QU C streans.

None of the above schenes appear truly satisfactory froma system

desi gn perspective. This may call for sone refined design

considerations for QU C, which we will begin discussing in section 4.
3.4. Mapping RTCP packets

RTCP is a bi-directional streamunli ke RTP streans which are

unidirectional. There can be for exanple a video streamreceiver
that only receives video content but will send and receive RTCP
nessages.

The current discussion on uni-directional streans direction wll

all ow both uni- and bi- dirctional QU C streans in the same QU C
connection. Such a solution will allow nmultiplexing of RTP and RTCP
streans in the sane QU C connecti on.

An issue to consider is the encryption of RTCP nessages. The RTP
secure profiles SAVP [ RFC3711] and SAVPF [ RFC5124] all ow NULL ci pher
for RTCP with nessage integrity. Using a NULL cipher allow RTP

m ddl eboxes to nonitor the RTP delivery quality.

Whether to use a single streamfor forward RTCP and anot her for
reverse could be a function of the streans being uni- or
bidirectional in the end. Another question to answer is if there
shoul d be one stream per SSRC per direction for RTCP. Finally, RTCP
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packets may al so be | ost and they contain timng information.
Avoi di ng HoL bl ocking may thus al so be inportant.

3.5. Mapping of RTP header extensions

QUIC provides a reliable protocol which addresses the requirenent in
[I-D.ietf-avtcore-rfc5285-bis] to transmt the RTP header extension
in a couple of RTP packets to provide better reliability. Still if
we use mapping option 3 we will still need to transmt the RTP header
extensions nore than once. Using QU C as a transport for RTP w ||
have all RTP header extensions encrypted allowing only entities that
termnate a QUI C connection to decode them RTP header extension as
defined in [I-D.ietf-avtcore-rfc5285-bis] can be sent in the clear
and provide information to RTP m ddl eboxes enabling themto route
encrypted RTP packets. Currently the follow ng header extensions are
used for routing of encrypted RTP streans. Client to mxer audio

| evel [RFC6464]. Frame marking [I-D.ietf-avtext-franmemarking] and
splicing interval [I-D.ietf-avtext-splicing-notification].

4. Design considerations for QU C
This section will address design inplications for QU C and the
interaction with QU C of both RTP and RTCP. W expect to discuss the
foll ow ng aspects in the future:

Reliability (or restransm ssion) control for stream franes
Congestion control adaptation

RTCP mappi ng
Priming QU C O-RTT
API

Mul ti party operation

5. SDP Extensions for Negotiating RTP-over-QU C
TBD

6. Security Considerations
RTP is used as a plain payload for QU C, exploiting its multiplexing
capabilities. To this end, the RTP packets are protected
(confidentiality) by the QU C security nmechanisnms. Hence, the
security considerations pertinent to QU C apply.

QUCis by its very nature a transport |ayer security nechani sns.

RTP traffic will thus be protected on a single transport hop only.
As soon RTP topol ogi es nore conpl ex than a point-to-point connection
are used (e.g., [RFC7667]), RTP traffic will lose its end-to-end
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protection as transport connections are termnated at the
internediary, even if this acts just as a rel ay.

7. | ANA Consi derations
There are no | ANA considerations at this point.
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