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Abstract

Thi s menorandum descri bes SDCP, a protocol to control nultinedia
stream ng in cases where stream ng generation should be distributed
to inprove performance. This is especially useful for Human-Things
streanms. Usually, real-tinme applications such as virtual reality
generate a user-controlled nultinedia streaming. This is a tine-
continuous data flux that could be divided spatially or tenporally to
di stribute processing, nenory or network resources. This protocol
does not describe stream ng comruni cation, but the control of each
single stream ng generation in a best-effort by many nodes or things.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on January 20, 2019.
Copyright Notice

Copyright (c) 2018 I ETF Trust and the persons identified as the
docunment authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. | ntroducti on

The anount of information transmtted from human-to-conmputer (H2C) is
usually very small. This is the case of information generated by

i nput devices, for exanple, keyboards, nouses or touch screens.
Conversely, the amount of information transmtted from conputer-to-
human (C2H) is huge which is increasing over tinme. This is the case
of information generated for output devices, such as conputer

nmoni tors, nobile phone screens or virtual reality headsets.
Furthernore, the hardware resources such as data processing, network
bandw dth or storage are also considerable. H2C control data is
required to generate C2H data, such as virtual reality and ot her
applications. In this way, H2C control data may be sent to nany
nodes in nulticast method by best-effort delivery and processing.

The protocol has been inplenmented by [Perez-Mnteld4] [Perez-Mntel6b]
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with good results and its has been descripted in detail by
[ Perez- Mont el6] .

Streanming Distributed Control Protocol (SDCP) is an application-I|evel
protocol for control of stream ng distributed generation. SDCP is
built over the User Datagram Protocol (UDP) [ RFCO768] or the

Li ght wei ght User Dat agram Protocol (UDP-Lite) [RFC3828], which

provi des a connection | ess determnistic transport nechanism SDCP
provi des the conplete information for suitable stream ng distributed
generation. O her nmechani sm have been specified to transmt

mul timedia stream ng, including the Real Tine Stream ng Protocol
(RTSP) [ RFC2326]. The SDCP is not neant to displace this nmechani sm
but rather conplenment it.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Term nol ogy
Sone clarifications and additional definitions foll ow

o Miltinedia Streaming: It is a group of successive nultinedia real -
time data blocks over tine. A real-tine data block can be an
audio level for nmultinedia audio streanming or a franme for
mul ti medi a video stream ng. Successive bl ocks of multinedia
stream ng nust be ordered in tine.

o Data Block (DB): Data portion of streamw th the sane shared tine
sl ot.

o Spatial Data Segnent (SDS): Spatial Data segnent is subdivision or
partition of each Data block to distributed generation. These
fragnments could be a piece of a render inmage.

0 Processor nodes: These nodes generate the nultinedia stream ng
under a distributed schene.

0 Adm nistrator Node: This node controls nultinedia stream ng
generation by periodically sending stream ng control to the
processor nodes.

o Integrator node: This node receives nmultimnmedia stream ng from
Processor nodes to display this to a human receptor.
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I ntegrator and Adm ni strator nodes are the human-si de and Processor
nodes are the things-side of the communi cation system

2. Distributed Schene
Figure 1 shows schene of a distributed stream generation system

Each processor node has processing, bandw dth or storing resources
for partial stream generation.

o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
| Renot e Adm ni strator Node |
T I e T N T T T I N N~ +
| Multicast SDCP data conmunication
V
S s TSR s TSR s LTS +
| Local Proc Node||Local Proc Node||Local Proc Node||Local Proc Node|
- o T o T o T +
| | Unconpressed stream conmuni cati on
\/
oo e e oo s +
| Local Integrator Node | | Local Integrator Node |
o m e e e e e e e e e e e e e e - s +
| | Conpressed stream comruni cati on
\/
O U U +
| Renote Human Receptors |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m - +

Di stri buted Scheme.
Figure 1

Adm ni strat or Node sends periodically SDCP multicast control
datagrans to Processor Nodes. The use of multicast is mandatory to
sel ect processor group ID. The anmount of SDCP datagrans shoul d be
sufficient to conpensate | osses and to allow real-tine operation.
These | osses may occur by delivery problens or it could be ignored
dat agrans by processor nodes. Adm nistrator Node MAY assign

di fferent Processor Node for processing each SDS

Each unoccupi ed Processor Node receives SDCP datagrans. Qccupied
Processor Node SHOULD i gnore SDCP datagranms. Each Processor Node
generates stream portion through the use of nore current SDCP contr ol
data. This generated streamis sent to an appropriate |ntegrator
Node.

Perez-Monte & Diedrichs Expires January 20, 2019 [ Page 4]



I nternet-Draft SDCP July 2018

I ntegrator Node receives stream portion unicast conmunication. Al
the stream portion received are integrated in a single streamthat is
sent to renpote human receptors or locally visualized.
Adm ni strator Node MAY assign different destination |Integrator Node
for each SDS. Each Integrator node MAY receive nultiple streans, a
same DB or nmultiple/single SDS of nmultiple Processor Node. However,
each SDS is assigned to only one Integrator node. Wile that
different SDS of the sane stream MAY be assigned to send these to
di fferent integrator nodes, each SDS of the same stream MUST NOT be
sent to nore than only one |Integrator node.

3. SDCP Const ant
TO DO

3.1. Milticast Addressing
TO DO

3.2. UDP Ports
TO DO

4. SDCP For mat

Main SDCP format is shown in figure 2.

Fom e e Fom e e e e e S N +
| General DB Header | Specific SDS Header | Payl oad|
o e e e a o S S N +
SDCP For mat .
Figure 2

0 Ceneral DB Header: 256-bits length field. This header is required
and identifies fields fromall the DB

o Specific SDS Header: Multiple of 128-bits, variable-length field.
This header is optional and identifies fields fromspecific SDS
If this header is not present, all SDS of sane DB SHOULD be
treated equal ly.

o Payload: Variable-length field. Stream Control Data.
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4.1. Ceneral DB Header

DB Header is required.

0 1 2 3

01234567890123456789012345678901
T i S S T T s T S S i T SIS SRR S S
| control data type|]M RD | Stream Generation Source |ID |
B T I i T ST S T T o S e S T

I
Timestanp (64 bits) |
|

|

|

|+- e T i S S i St S S
| SDCP Count er |
I ik aie: ST S S I I i o ST I S S S I il st e S
| Var DB Counter |
i i i T i Sl S e e R
| DB si ze |
i S e I S s S S S S S Rk
| SDS si ze |
I ik aie: ST S S I I i o ST I S S S I il st e S
| DB Type | Next Header Counter |
i i i T i Sl S e s o S o N S

DB Header For mat.

Figure 3

Processor Node or Processor Node G oup 64 bit IDis determ ned by
mul ti cast destination address of |P stack.

Control data type: 8-bit selector. Type of control stream ng
generation data. Types are defined in accordance with specific
requi renent of application. E. g. virtual reality, gane or video
stream ng, drone controller application, etc.

Control data node: 1-bit selector. |Instant or Hi storical Mde.

0O - Instant Mdde: The payl oad has the | ast control data configuration
for the Processor Nodes, which neans that the Adm nistrator Node
sends control data in a determnistic way wth the |ast setup.

1 - Historical Mde: Adm nistrator Node sends previous and act ual

control data to the processor nodes, in order to help themto
generate the next stream ng sequence.
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RD: 3-bit selector. Reserved for future use.

Stream ng Generation Source ID: 20-bit unsigned integer. Miltinedia
generation data source identification. It identifies the data source
generating nultinmedia stream

Ti mestanp: 64-bits unsigned fixed-point. It includes a 32-bit

unsi gned seconds field spanning 136 years and a 32-bit fraction field
resol ving 232 pi coseconds such as RFC 5905 [RFC5905]. This 64-bit
timestanp format is used in General DB header and payl oad.

SDCP Counter: 32-bit unsigned integer. Total nunber of SDCP
dat agrans sent.

Var DB Counter: 32-bit unsigned integer. Total nunber of SDCP
dat agrans sent with control data changes.

DB type: 16-bit unsigned integer.
DB size: 32-bit unsigned integer.
SDS si ze: 32-bit unsigned integer.

Next Header Counter: 16-bit unsigned integer. Nunber of Optional SDS
Headers. Length of optional headers in 16-octet units.

4.2. Specific SDS Header

SDS header is optional. This header specifies SDS allocation to
nodes. Two functions are defined. On the one hand, this header NAY
determ ne which SDS data are assigned to generate by processor node.
On the other hand, this header MAY determ ne which SDS data are
assigned to send from processor node to integrator node. Each unique
64 bit id can identify a node, node group and node role or SDS data
task or SDS data task group. The node roles are processor,

i ntegrator and adm nistrator but others roles can be defi ned.
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0 1 2 3
01234567890123456789012345678901
i S o s ai T T S s i o o

SDS task ID (64 bits)

+- +
| |
| |
| |
T i S S i S I S S R o h
I I
| Resource ID (64 bits) |
| |
+- +

I e i i e e S S e e T oI I TR I e S T e
SDS Header For mat.
Figure 4

SDS task ID: 64-bit selector. It identifies individual SDS task or
SDS group tasks for allocation to nodes. The tasks already assigned
to a node can al so assigned to other node by setting SDS task ID with
its node ID.

Resource I D: 64-bit selector, identifies integrator or processor node
fromits interface identifier fromI|Pv6 unicast destination address
or identifies processor node group fromits |loworder 64 bits of an

| Pv6 nul ticast destination address such as |IP Version 6 Addressing
Architecture [ RFC2373]. Al located Processor Node MJST process al

SDS assigned in SDS group I D and MJUST NOT process SDS not assigned.
Non- al | ocat ed Processor Node MAY process all SDS. SDS not assigned
to any Integrator Node MJST be sent to Default Integrator Node.
Simlarly, SDS assigned nore than one Integrator Node MJUST be sent
only to Default Integrator Node.

4.3. Payl oad
Payl oad data format is specified in control data type field of
general header. This field determines in virtual reality
applications variables such as canera positions, |ight positions,
et c.
Two nodes are supported.
I nstant Mode: Last change control data is only sent.

Hi storical Mde: Al changes control data are sent.

Types of control data: TO DO
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5.

o

.1

. 2.

.1

10.

I dentificators Fornmat

TO DO

SDS i ndex
TO DO

Node i ndex
TO DO

Payl oad types
TO DO

St ream ng consi derations
TO DO
Streani ng protocols
TO DO
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