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Abstract

This draft describes the Data reAchaBility BaskEd Routi ng ( DABBER)
protocol. DABBER ains to provide a nane-based routing solution to
support the operation of Information-centric Networking frameworks in
opportunistic wireless networks. By "opportunistic wreless
networks” it is neant nulti-hop wreless networks where finding an
end-to-end path between any pair of nodes at any nonment in tinme may
be a challenge. The goal is to assist in better defining
opportunities for the transm ssion of Interest packets in a store-
carry-and-forward manner, based on a proactive approach. The
docunent describes how to integrate DABBER in a networking node that

i npl enments sonme | CN approach, such as Naned-Data Networking (NDN) or
Content Centric Networking (CCN), along with the specification of the
proactive approach based on the dissem nation of nane-prefix

i nformati on.

Status of This Meno

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nmay al so distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 19, 2021.
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1. I nt roducti on

Thi s docunent provides a specification for DABBER, an opportunistic
wi rel ess routing protocol that provides a nane-based routing solution
for the operation of Information-Centric Networking (ICN) [RFC7476]
in wireless networks, including opportunistic wireless environnents.
The term opportunistic wireless networks primarily refers to nmulti-
hop wirel ess netwrks, where finding an end-to-end path between any
pair of nodes at any nonent in tinme may be a chall enge, given that
net wor ki ng nodes availability depends upon different nobility
patterns and wireless links are intermttently available due to
changes in the environnment or changes in the position of the nodes
termnating the link. Exanples of such wreless environnents
enconpass nobil e crowd sensing and Internet of Things, where things
are nobil e devices, or sensors, including those operating in
terrestrial or non-terrestrial networks that integrate snart
satellite constell ations.

The depl oynent of information centric wireless networks by applying
NDN or CCN al one, inevitably |leads to network flooding, due to the

| ack of know edge about the best set of paths to reach data hol ders.
As a basic NDN CCN approach the first set of Interest packets are
broadcasted in order to identify the interfaces that |lead to a data
hol der. DABBER ains to prevent such flooding by allow ng data

hol ders to announce the nanme prefix of the data sets they hold. This
al l ows networ ki ng nodes to know which are the appropriate interfaces
to reach a certain data set prior to the arrival of the correspondi ng
I nterest packets. The expected result is the reduction of both
networ k overhead and | atency of |nterest packets.

It is our understanding that routing in such wireless environnents
needs to be done based on strategies that take into consideration, at
a network |l evel, the context of wireless nodes (e.g., availability,
centrality), and not just the history of contacts anong wirel ess
nodes, as it is often the case in opportunistic routing [Dife]
[Diife-draft] [Scorp]. The goal is to better determ ne w ndows of
opportunity to transmt Interest and Data packets, while opportunity
reflects both tinme and space.

DABBER i s devised to be easily integrated with the data pl ane of CCN
NDN [ NFD], since these are well established distributed |ICN
f ramewor ks.

A DABBER [ DABBER18] proof-of concept inplenentation is available via
G t Hub [ DABBER18-1] and via Google Play [ DABBER18-2]. DABBER has
been tested in energency scenarios with intermttent connectivity
based on a novel NDN instant nessenger, the O! Application for
Android [O].
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1.1. Assunptions and Design Choices

DABBER relies on the follow ng assunptions with regard to
opportuni stic wreless environnments:

o Nodes are nobil e.
o Nodes over hear each other.
o0 Nodes can be data sources, data destinations, or forwarders.

o0 Nodes may decide to be the custodians of data transm ssions based
on a set of criteria, such as |local avail able resources.

o Nodes do not have a conpl ete topol ogy view

DABBER relies on the follow ng maj or design choices to devel op a
name- based routing protocol for opportunistic wreless network:

o DABBER nmust avoid the network being flooded by Interest packets.

o DABBER i s based on the distribution of nane prefix (data
reachability) only, since adjacency information nmay present high
variability.

o DABBER i s based on |ocal information about the context of a node,
in order to support the selection of the nost suitable neighbours to
forward I nterest packets.

o DABBER avoi ds the definition of new nessages by maki ng usage of
synchroni zati on nmechani sns al ready devel oped for NDN, such as
ChronoSync [ ChronoSync] [ Parti al Sync].

1.2. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOVMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

2. Applicability Exanpl es

Mobil e Crowd Sensing: This scenari o enconpasses the inplenentation of
NDN/ CCN i n personal nobile nodes (e.g., smartphones) allow ng users
to share data and nmessagi ng services by exploiting existing
intermttent wireless connections (e.g., W-Fi, W-Fi Direct) in an
environnment without/or linmted Internet access. These scenarios are
al so relevant in dense and renote areas.
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Smart Satellite Constellation Conmunication: Delay Tol erant
Net wor ki ng (DTN) [ RFC4838] is acknow edged as a rel evant technol ogy
also for future smart satellite constellations. |ICN adds in the
support for intermttent connectivity, and rel evant properties to
support nobility and integrated security.

Peopl e-t o- peopl e Communi cation in Energency Scenarios: A routing
solution such as DABBER assists in supporting | ocal data exchange
across entities in a way that is agnostic to devices capabilities and
identity [Unobile].

Internet of Things: The Pub/Sub receiver-driven nature of |ICN brings
in recogni zabl e advantages to the Internet of Things, in particular
i nvol ving nobi | e nodes, such as fleets of AGVs, UAVs.

3. DABBER Architecture

Rrelies on the sane data structures made avail able by the Nanmed Data
Net wor ki ng Forwar di ng Daenon [NFD], nanmely the Routing |Information
Base (RIB), the Forwarding Information Base (FIB), and the Pending
Intent Table (PIT), as illustrated in figure 1

DABBER bri ngs no changes to the operation of NFD. However,
augnenting NFD with a routing engine for wirel ess networks requires
the inclusion of three new conponents to NFD. This extended NFD is
call ed NDN-OPP (NDN for Opportunistic networks) [NDN-OPP], as shown
in figure 1.

This section provides a description of the extensions included in NFD
as well as the new conponents of the DABBER routing engine.
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Figure 1. DABBER Architecture.
3.1. Extensions to NFD

In order to augnent NFD with a routing engine to allow for the

depl oynment of NDNCNN in wirel ess networks three new el enents were
included in NFD: a nmethod to add routes to the RIB (Add_route in
figure 1); a nmethod to gather information (carried names) and status
(time of reception) of Interest and Data nessages (Pkt Mg in figure
1); a new face able to handle the intermttent nature of wreless
links, called Opportunistic Face (OPPFace) (c.f figure 1).

An OPPFace is a virtual face based on a system of packet queues to
hide intermttent connectivity. An OPPFace is created for each
nei ghbor node, where a nei ghbor node is any node that the current
node has ever contacted to directly (i.e. over one radi o hop).
OPPFaces are kept in the Face Table and their state reflects the
Wi rel ess connectivity status towards the respective nei ghbor: they
can be in an Up or Down state, depending upon the wreless
reachability the correspondi ng nei ghbor node.
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When packets are di spatched based on the information stored in the
FI B, an OPPFace is able to delay packet transm ssion until there is
Wi rel ess connectivity to the correspondent nei ghbor: the OPPFace

si nply queue packets, when OPPFace is Down, or flush the gqueue, when
OPPFace is Up. Since packet queuing is conceal ed i nside OPPFaces,
exi sting forwardi ng strategies do not need to be changed.

OPPFaces can be inplenented by using any direct wreless

comuni cation node (Infrastructured, Ad-Hoc, and Direct node). The
current inplenmentation of NDN-OPP for Android devices

[ NDN- OPP- Andr oi d] makes usage of group comruni cations provi ded by W -
Fi Direct [NDN energency][ NDN-opportunisticnets]. Mre information
about the integration of NDNNOPP with W-Fi Direct is provided in
section 6. 2.

3.2. Routing Engine

DABBER i s a name-based routing protocol that allows nodes to exchange
i nformati on about nane reachability in order to sel ect the nost
sui tabl e nei ghbours to forward | nterest nessages.

The operation of the DABBER routing engine is perforned based on the
foll owi ng conponents, illustrated in figure 1

o Nei ghbor _Managenent: Keep updated information about nei ghbours in a
Nei ghbor Table. A neighbor entry in that table has information about
t he nei ghbor availability, centrality and simlarity, as well as
about the delay that Interest packets suffer when forwarded via a
certain neighbour. The information about nei ghbours is used to
conpute the cost of each name prefix announced by them while the

i nformati on about the delay of Interest packets is used to update the
wei ghts of the neighbors entries in the RIB. The delay of Interest
packets is a nmeasure of the tinme difference between sending an

I nt erest packet and receiving the correspondi ng Data packet, based on
information collected fromthe Pkt Mg nodul e of NDN-OPP. The

i nformati on about nei ghbor availability, centrality and simlarity is
coll ected by an external entity, as described in section 6.1.

o Conmput e_Nane_Cost: This nodul e conputes the cost associated with
each nanme prefix as a function of the node simlarity of the nei ghbor
announci ng the nane prefix, and the cost received in the
announcenent. That cost is used to update the entry of that nane
prefix / Neighbor in the DABBER i nternal Routing Table.

o Nanme_Prefi x_Managenent: This nodule is responsible to renove and
add Link State Announcenent (LSA) into the Link State DataBase (LSDB)
used by PSync. New LSAs present in the LSDB (announced by a

nei ghbor) are renoved in order to pass the following tuples to the
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nodul e responsible to conpute the costs of nanme prefixes: Nane
prefix; Cost; Neighbor.

o RIB Update: This nodul e keeps updated information about the cost of
the nanme prefixes that will be used to populate the NFD RIB. The

i nformati on about each nane prefix is kept in a |l ocal Routing

Tabl e based on the tuple: Nane prefix; Cost; Neighbor. The cost
variable is a function of the cost provided by the Conpute_Nane_Cost
nodul e, plus the information about the availability and centrality of
t he nei ghbor, provided by the Nei ghbor Managenent nodule. In defined
periods of tine the RIB Update nodules will use the content of the

| ocal Routing Table to populate the NFD RIB as well as to insert new
LSA into the LSDB

o LSDB: The Link State DataBase is the structure used by the PSync to
keep all the information to be synchroni zed anong nei ghbor nodes. By
pl acing LSAs into the LSDB, DABBER ensures that such information is
passed to all nei ghbours without the need to define a new set of
nmessages for the exchange of routing information.

Bet ween PSync and ChronoSync, DABBER nakes use of the forner since it
is designed to support partial dataset synchronization. This neans
that PSync allows a node to subscribe to a subset of data streans,
where a data streamis a sequence of data itens under a commbn nane
prefix. Hence, by avoiding full sync operations of a LSDB in which
only a few entries may be new, PSync hel ps to inprove DABBER
performance over networks in which wireless links are intermttently
avai | abl e.

4. DABBER Protocol Design

Bei ng devel oped for wrel ess networks, DABBER does not rely on the

di ssem nati on of Adjacency Link State Advertisenents that reflect the
status of the |inks towards nei ghbor nodes; DABBER only requires the
di ssem nation of Prefix LSAs. DABBER does not require the
conmput ati on of shortest paths taking into account adjacency
information. Instead DABBER replaces the path cost (sum of the

wei ghts of all the involved links) used in fixed networks with the
conput ation of data reachability cost based on | ocal avail able

i nformati on, reducing the inpact that topol ogical changes woul d have
on the stability of routing information. The assunption behind this
rational is that the position and validity of the data announced by a
data hol der changes | ess than the conditions in all the Iinks making
all potential paths.

By exchangi ng Prefix LSAs each device becones aware of potenti al

next - hops via which a nane prefix N can be reached with a certain
cost k. This cost k represents the probability of reaching a data
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object identified by Nvia a Face F, and is related to the tine
validity of the name prefix (v). The rationale for this approach is
that the selection of faces that have a | ower cost k (higher validity
v) will inprove data reachability. The validity of a name prefix is
set by the data source as an integer that represents the expiration
date of the data.

Since different devices can announce the same nane prefix, a certain
name prefix may be associated with different values of k (as v shal
differ) over different faces, dependi ng upon the nodes announci ng
such nanme prefix: this lead to the identification of nultiple next
hops, each one with a different cost.

The conputation of nultiple next hops is performed every tinme DABBER
has a new Nanme Prefix LSA (or a new version of an existing Nane
Prefix LSA) in its LSDB.

The conputation of nultiple next hops is performed every tinme DABBER
has a new Name Prefix LSA (or a new version of an existing Name
Prefix LSA) in its LSDB

Wth this in m nd, DABBER was designed with the follow ng sequence of
operations, as described in the follow ng subsecti ons:

1. Nanme prefix dissem nation.
2. Nanme prefix cost conputation.

3. Update of internal structures (DABBER routing table and LSDB)
with the data reachability information of the current node towards
t he new Nane Prefix.

4. Update of NFD structure (Rl B) based on the DABBER i nternal
routing table.

Periodi cal |l y DABBER updates the validity values of all Nane Prefixes
inits internal routing table, perform ng the consequent updates of
the local LSDB and RI B, and needed.

The updated RIB information is used by NFD to update its FIB, which
is used to forward Interest packets, based on the normal operation of
NFD. However, independently of the used forwardi ng strategy, the
ranki ng of faces done by DABBER on the RI B should be respected. For
i nstance an uni cast forwardi ng strategy should use the nost inportant
face (lower cost), while a nmulticast forwarding strategy will use al
the faces indicated for the nane prefix. After selecting the best
set of faces, a copy of the Interest packet is sent to the OPPFaces
of the selected faces. The state of an OPPFace reflects the fact
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t hat the correspondi ng nei ghbor device is currently reachable or not.
Based on this information, the OPPFace deci des whether to sinply
gueue the packet or attenpt a transm ssion over the associ ated
Qpportuni stic Channel .

I n what concerns Data packets, they are forwarded foll ow ng the
normal operation of NFD, that is, following the information stored in
the PIT.

4. 1. Name Prefix D ssem nati on

DABBER was designed to exploit the synchronizati on nmechani sns nmade
avai | abl e by NDN, such as PSync to control the dissem nation of nane
prefixes without the need to define neither new nessages nor new
nmessage passi ng nechani sns.

This neans that while | P-based routing protocols push updates to
ot her routers, DABBER devices pull updates. DABBER can use any
underl ay communi cati on channels (e.g., TCP/UDP tunnels, Link |ayer
TXT records) to exchange LSA information via an existing nechani sm
such as PSync.

By using Interest/Data packets (exchanged by PSync), DABBER benefits
from CCNV NDN built-in data authenticity to exchange routing
information: since a routing update is carried in an Data packet and
every Data packet carries a signature, a DABBER device can verify the
signature of each LSA to ensure that it was generated by the clained
ori gin node and was not tanpered during dissenination.

Prefix LSA
NS +
| LSA | Nunmber of |Prefix 1] Cost|...|Prefix N Cost| Sign.|
| Name| Prefi xes | | | | | | |
U +

Figure 2: Prefix LSA format.

DABBER advertises Prefix LSAs every tinme a new nanme prefix is added
or deleted to the LSA DataBase (LSDB). Nane prefixes are advertised
with a cost netric related to the validity of the associ ated data, as
shown in Figure 2. Each LSA used by DABBER has the nane

DI Y DABBER/ LSA/ Prefi x/version. The DID is described by a schene
based on URIs. It can be for instance network/operator/hone/node/.
The version field is increased by 1 whenever a device creates a new
version of the LSA

DABBER di ssem nates LSAs via a data synchroni zati on nechanism (e.g.
PSync) of the local LSDB. This peer synchronization approach is
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receiver-driven, nmeaning that a device requests LSAs only when it has
CPU cycles. Thus it is less likely a device will be overwhel ned by a
flurry of updates. |In order to reduce the anmount of transferred
dat a, DABBER renoves obsolete LSAs fromthe LSDB by periodically
refreshing each of its own LSAs by generating a newer version. Every
LSA has a lifetinme associated with it and will be renoved fromthe
LSDB when the lifetine expires.

DABBER perforns the di ssem nation of LSAs based on a process able to
synchroni ze the content of LSDBs. 1In this sense, all LSAs are kept
in the LSDB as a nane set, and DABBER uses a hash of the LSA nane set
as a conpact expression of the set. Neighbor nodes use the hashes of
their LSA nane sets to detect inconsistencies in their sets. For

t hi s reason, nei ghbor nodes exchange hashes of the LSDB as soon as
OPPFaces are up.

Current version of DABBER nmakes use of PSync as a synchroni zation
mechani sm PSync all ows DABBER to define a collection of naned data
in alocal repo as a slice. LSAinformation is synchronized anong
nei ghbor nodes, since PSync keeps the repo slice containing the LSA
information in sync with identically defined slices in neighboring
repositories.

If a new LSA nane is detected in a repo, PSync notifies DABBER to
retrieve the corresponding LSA in order to update the |ocal LSDB
DABBER can al so request new LSAs from PSync when resources (e.g. CPU
cycl es) are avail abl e.

Mendes, et al. Expires March 19, 2021 [ Page 11]



I nternet-Draft draf t - mendes-i cnr g- dabber - 05 Sept enber 2020

Node A Node B
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o e - + | | +------------- +
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| Fommm e e, + | | +------------- + |
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| | Sync Interest (1) | |

| |- > |

| | <o | |

| New LSA (2)] | |

[EEEREEEEEEE > | |
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| |- > |
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| N EEEEE RS >
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ISREEEEEEEEE | o [EEREEEEEEEES |

| | LSA Data (6) |

|- [~ EEEREEEEEES >

Figure 3: LSA exchange process.

Figure 3 shows how an LSA is dissem nated between two nei ghbor nodes
A and B, when the OPPFace is up. To synchronize the slice
representing the LSDB information in the repo, PSync, on each node,
periodically sends Sync Interests with the hash of its LSA name set /
slice (step 1). Wen Node A has a new Prefix LSA in its LSDB, DABBER
wites it in the Chronosync slice (step 2). At this nonent, the hash
val ue of the LSA slide of node A becones different fromthat of node
B. As a consequence, the PSync in node A replies to the Sync
Interest of node Bwith a Sync Reply with the new hash value of its

| ocal LSA slice (step 3). The PSync in node B identifies the LSA

t hat needs to be synchroni zed and notifies DABBER about the m ssing
LSA, and updates its LSA nane set (step 4). Since DABBER on node B
has been notified of the m ssing LSA, DABBER sends an LSA I nterest
nmessage to retrieve the mssing LSA (step 5). DABBER on node A sends
the mssing data in a LSA Data nessage (step 6). Wen DABBER on node
B receives the LSA data, it inserts the LSAinto its LSDB. PSync on
nodes A and B conpute a new hash for updating the set and send a new
Sync Interest with the new hash (step 7).

When nore than one LSA needs to be synchronized, the issued LSA
Interest packet will contain information about as many LSAs as
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al l owed by the Link maxi numtransm ssion unit. In the same sense one
LSA Data packet may al so be used to transport information about nore
t han one LSA

4.2. Nane Prefix Cost Conputation

When DABBER is notified that a new Prefix LSA was registered in the
LSDB or an existing Prefix LSA has a new version, it conputes a new
cost for each nane prefix in such Prefix LSA. The cost of a nane
prefix is given by its validity.

DABBER starts by conmputing a new validity v for a prefix N depending
upon the validity announced by the neighbor, and the rel evancy of the
associ ati on between the two nei ghbor nodes (e.g., node A and node B)
The cost of the Name Prefix, passed to NFD, will then be conputed as
an inversely proportional value to its validity.

The rel evance of the association between two nei ghbor nodes can be,
e.g., a neasure of simlarity, where simlarity is seen as a link
measure, i.e., it provides a correlation cost between a node and its
nei ghbors. O such relation can be wei ghted based on netrics derived
from average contact duration thus allowi ng a node to adjust the Nane
Prefix validity based on the probability of neeting the respective
nei ghbor again. The "relation" between two nei ghbor nodes is
conput ed based on the three nmetrics (A C, and S) provided by the

| ocal contextual manager, plus a nmetric conputed by DABBER itself:
the tinme reachability.

The vari abl e consi dered by DABBER for the conputation of the
validity/cost of a Nane prefix passed by a nei ghbor Na are:

o Validity (V) - Represents the expiration date of the data
associated with the Name Prefix. Currently it is the UN X Tinestanp
(10 digit integer).

o Simlarity metric (S) towards the neighbor Na, as passed by the
contextual manager (S >= 0), aimng to select neighbors with whomthe
current node has a good comuni cation |ink.

o Availability metric (A towards the neighbor Na, as passed by the
contextual manager ( 0 < A< 1), aimng to select neighbors able to
process Interest packets with high probability.

o Centrality nmetric (C) towards the neighbor Na, as passed by an
external context-aware agent (rf. to section 6.1, C>= 0), aimng to
sel ect nei ghbors with high probability of successfully forwarding

I nterest packets.
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o Time reachability (T) which corresponds to the RTT between sendi ng
an I nterest packet towards the source of such Nanme Prefix and
receiving a data packet. (0 < T < 1). Currently the value of T is
conputed as (current tinme when data packet is received - time when

I nterest packet was sent) / Validity of Nane Prefix. Tine
reachability all onws DABBER to sel ect next hops that |lead to cl oser
sour ces.

Nei ghbor tabl e

U +
| Face | Status | Metric C| Metric A| Metric S |
TS +
| 1 | UP | 6 | 0.3 | 12 |
| 2 | DOWN | 4 | 0.8 | 8 I
| 3 | UP | 1 | 0.8 | 9 |
U +

Figure 4: Nei ghbor table.

The values C, A and S provided by the contextual nmanager are stored
in a Neighbor Table (c.f. Figure 4) indexed by the nunber of faces.
The higher the values of C, A and S, the nost preferential a nei ghbor
iS.

T is measured by observing the flow of Interest and Data packets.
Thus, the lowest the T, the nost preferential a Face is. Al though

di fferent nodes nay have a different inplenmentation of a face ranking
| ogic, the relevancy of T in conparison to C and A shoul d be hi gher,
since T reflects the neasured delay to reach a data source, while C
and A are indicators of the neighbors potential as relays.

Based on the above nentioned netrics the Validity of a new Nane
Prefix (V) is updated based on two operations:

oV =1f (V, §) =trunc (V* S), where:
S =(S- Smn) / (Svax - Smn); Smn = 0 and Smax = max (Smax, O

oV’ =f (v, C, A T =0.3* trunc (V * (C+A)) + 0.7 * trunc (V
* T), where:

C =(C- Cmn) / (Cmax - Cnn); Were Cnn =0 and Cmax = max ( Cmax,
C

The conputation of V' is done by the Conpute_Nanme_Cost nodul e, while
the execution of V' is done by the RIB Update nodule (c.f. figure
1). The value of V' may be updated nore often than V', since it is
assunmed that the properties of the neighbours (C, A as well as the
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delay to a data holder (T) may vary nore than the new announcenent
from nei ghbours with an updated val ue of V.

4.3. Update of Internal Structures

After the conmputation of the cost of the Nanme Prefix taking into
account the relation of the current node with the nei ghbor announci ng
it, DABBER updates its internal routing table (operation done by the
RI B Update nodule) and its LSDB. The information on the routing
table will be used to update the RIB of the local NFD and the
information of the LSDB will be announced to all neighbors by PSync.

To update the Internal routing table, DABBER adds an entry (Na, V')
for the Nane Prefix received fromNa, where V' is the conputed cost
of the name prefix. The routing table is then ordered by nane prefix
in decreased order of validity.

Since the current node will also dissem nate the received Nane
Prefi x, DABBER updates the cost of the Nanme Prefix in the LSA stored
inits local LSDB in order to consider the conputed value V’'. For
this, DABBER can use two net hods:

o Maxi mal nethod: Cost of Nanme Prefix = max (V'’', current cost on
LSA) .

o Average nethod: Cost of Nanme Prefix = max (average (cost of Nane
Prefix entries on local routing table), current cost on LSA).

4.4, Update of NFD Structures

After conputing the new val ue of the cost of a nanme prefix, DABBER
updates the RIB entry of that nanme prefix with the face over which
the Nane Prefix LSA was received and the new conputed cost. The cost
(k) of the Name Prefix to be stored in the RIB is conputed based on
its validity V' as k = trunc (100/V ).

DABBER updates the RIB on NFD with the cost k based on three possible
| ogi cs:

0 Increase diversity - The new Face is included in the RIB entry, if
the conputed cost k helps to increase diversity of the nane prefix.
For instance the new cost k is higher than the average costs al ready
stored for that name prefix, affected by a configured diversity
constant. This logic includes all neighbors with cost = trunc (100/
V'), such that 1/V’ - Avr (Costs in RIB for N) > X (predefined

val ue) .
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0 Downward Path Criterion - It is a non-equal cost multi-path |ogic
that is guaranteed to be | oop-free. Based on the Downward Path
Criterion, the X faces (the maxi mnum nunber X of desirable faces can
be defined by configuration) to be considered for a name prefix

i nclude the one with the | owest cost k plus X-1 faces that have a
cost k lower than the cost that the current node has itself to the
name prefix. This logic includes X neighbors with cost = trunc(100/
V'), such that cost is the |owest value of 1/V’' or cost < 1/ V.

o Downward Path Criterion extension - Also considers any face over
whi ch the nane prefix can be reached with a cost k equal to the cost
that the current node has itself to the nane prefix. To avoid
packets from | oopi ng back, there is the need to add a tiebreaker,
whi ch assures that traffic only crosses one direction of equal -cost
links. This logic includes X neighbors with cost = trunc (100/V ),
such that cost is the |owest value of 1/V’ or cost <=1/ V.

I n any case the deploynment of a DABBER network relies on having al
nodes i nplenented with the sanme | ogic.

. 5. Packet For mat

DABBER nodes exchange Prefix LSAs by neans of a synchronization
mechani sm such as PSync, wi thout the need to create new packets for
t he exchange of routing information.

DABBER Oper ati onal Exanpl e

In order to illustrate the proactive routing nethod defined by
DABBER, let’s consider Figure 5 where nodes A, B, and Creside in an
wi rel ess node runni ng DABBER, while nodes E and F are wirel ess edge
routers running another ICN routing protocol; Gis a wreless node
runni ng DABBER

T T +
| +-- -+ |
I | B I
| +---+ L 24---4 | +---+ +---+ +---+
| +---+ | C|I3 ... | E|....| F |....] G|
[l A....... 1+---+ | +---+ +---+ +---+
|+ |
Fo e m e e e et e e e +

Figure 5. End-to-end operational exanple.

In our exanple, Node A starts produci ng sone content derived, for
i nstance, fromthe use of an application (such as a data sharing
application). The produced content is stored in its |ocal Content
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6.

Store with the name /NDN vi deo/ Li sbon/ ni ghvi ew. npg. Node B stores in
its Content Store a data object with name /NDN vi deo/ Li sbon/
river.npg, which node B received froma nei ghbor (nmeaning that B has
al ready synchronized its LSDB with such a nei ghbor).

Due to the update of the Content Store, the nane prefix /NDN vi deo/
Li sbon/ is stored in the LSDB of node A and B with a validity of
864000 and 518400 in the case of node A and B respectively. 1In the
case of node A the cost k of the nane prefix equals the validity v
of the data object, e.g., v=864000 seconds (10 days) stipul ated by
the application. |In the case of node B the validity is the result of
the conputation of the cost of the nane prefix.

From a routing perspective, storing a nane prefix in the |ocal LSDB
all ows the node to share the respective Prefix LSA on all its Faces,
excepting on the Face over which the LSA was previously received.
This LSA exchange i s done when the OPPFaces are up. This neans that
Node C, which got a new Prefix LSA from nodes A and B, wll:

o Update its LSDB with the Prefix LSAs received fromnode A and node
B

0 Update its internal routing table with two new entries for the nane
prefix /NDN vi deo/ Li sbon/, associated with the face towards A (facel)
and with the face towards B (face2), after conputing the val ues of V
and V'’ for the received validity val ues:

o The validity of the name prefix is updated based on the netric
configured for node C. average inter-contact tine.

0 Let’s assunme that A and C encounter each other frequently, while B
and C do not neet frequently. This neans that the two entries on the
routing table of node C for prefix /NDN video/Lisbon/ will have a
validity/cost for A higher than the one for B

0 Update its LSDB with the validity of the current node towards the
Name Prefix follow ng the maxi mal or average nethods.

o Update the RIB with one new entry for the name prefix /NDN video/
Li sbon/ with two faces (face 1 and face 2) with a cost inversely
proportional to the validity of the Nanme Prefix.

DABBER Oper ati onal Consi derati ons
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6. 1. Cont ext Awar eness

DABBER defines routing and forwarding strategies that take into
consideration, at a network | evel, the context of wreless nodes, and
not just the history of contacts anong w rel ess nodes. Contextual
information is obtained in a self-I|earning approach, by software-
based agents running in each networked device, and not based on
network wi de orchestration. Contextual agents are in charge of
conmputing nodes and link related costs concerning availability and
centrality metrics. Contextual agents interact with DABBER via a

wel | -defined interface: the contextual self-Ilearning process is not
an integrating part of the DABBER routing franmework.

The cont extual agent (nanmed Contextual Manager [ Unobil eD45])
installed in each device can therefore be seen as an end-user
background service that seam essly captures wireless data to
characterize the affinity network (roam ng patterns and peers’
context over tinme and space) and the usage habits and data interests
(internal node information) of a node. Data is captured directly via
the regul ar MAC Layer (e.g., W-Fi, Bluetooth, LTE) as well as via
native applications for which the user configures interests or other
type of personal preferences. For instance, an application can
request a one-tine configuration of categories of data interests
(e.g., nusic, food).

Based on the defined interface, DABBER is able of querying the |ocal
Cont extual Manager about the characteristics of neighbor nodes, based
on three types of information: i) Node availability (nmetric A); ii)
Node centrality (metric C); iii) Node simlarity (nmetric S)

o Node Availability (A gives an estimate of the node availability
based on the usage of internal resources over tinme and space, as well
as the usage of physical resources (battery status; CPU status,
etc.).

0 Node Centrality (C provides awareness about the node’'s affinity
net wor k nei ghbor hood context. This nmeans that a list is kept wth
the follow ng informati on about each nei ghbor: nei ghbour’s node
degree (nunber of nodes contacted in a predefined tinme w ndow);
Frequency of contacts between the nei ghbor and ot her nodes; Duration
of each contact between the nei ghbor and ot her nodes; | nportance of
encount er ed nodes.

The Cont extual Manager keeps values for the nmentioned netrics for

di fferent periods of tinme. Encountered nodes can be of different

types, such as other nobile devices or wirel ess access points, for
I nstance.
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6.2. Integration with W-Fi Direct

Wien W-Fi Direct is used on the MAC | ayer, there is a one-to-one
correspondence between an OPPFace and a nei ghbor node (for each node
detected in a W-Fi Drect Goup, a newinstance of an OPPFace is
created). In this peer-to-peer scenario, OPPFaces can be used in two
transm ssi on nodes: connection-oriented, in which packets are sent to
a nei ghbor node via a reliable TCP connection over the group owner;
connection-less, in which packets are sent directly to a nei ghbor
node during the W-Fi direct service discovery phase. 1In the latter
case data transmssion is limted to the size of the TXT record (900
bytes for Android 5.1 and above). This type of communication is used
to exchange small packets that require fast transm ssion (e.qg.

enmer gency apps, Chronosync status nessages). The connection-|ess
solution allows peers to exchange a short nunber of bytes w thout the
est abl i shnment of a TCP socket.

In the peer-to-peer scenario of W-Fi direct, DABBER operates as
follows: routing information is shared anong all nenbers of a W-Fi
direct group, while Interest Packets are forwarded to specific

nei ghbors. Wth Dabber it is the carrier of an Interest packet that
deci des which of the neighbors will get a copy of the Interest
packet. Hence, with the current inplenentation of NDN- OPP, DABBER
pl aces a copy of the Interest packet in the OPPFaces of sel ected

nei ghbors. I n what concerns the dissem nation of routing
information, it is ensured by: i) node nobility, neaning that nodes
carry such information between W-Fi direct groups; ii) information
i s passed between nei ghbor groups via nodes that belong to nore than
one group.

Based on the reception of notifications of W-Fi Direct regarding
changes in the peers detected in the neighborhood, DABBER is able to
update its internal peer list (Neighbor Table). |If it is not
currently connected to a W-Fi Direct Goup, it perforns a selection
heuristic to determ ne which node to connect to. The notivation
behind this selection process is to attenpt to mnimze the nunber of
W-Fi Direct Goups in a certain area given that nodes can only
transmt packets within the Goup they are currently connected to.

By defining OPPFaces inplenented based on a broadcast |ink [ayer such
as ad-hoc W-Fi, DABBER wll need to create only one OPPFace in each
net wor ked device. Such OPPFace woul d be used to exchange packets

wi th any nei ghbor node, maki ng use of the overhearing property of the
wireless nedium Since with DABBER, it is the carrier that decides
whi ch of the neighbors are entitled to get a certain Interest packet,
DABBER woul d need to encode in the Interest packet information about
the I D of the neighbors that should process the overheard Interest
packet .
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6.3. Integration with DTN

By defining a new DTNFace i npl enented based on the bundl e | ayer
DABBER coul d nake use of the end-to-end protocol, block formats, and
abstract service description for the exchange of nessages (bundles)
described in the DIN architecture. A DINFace could provide a robust
conmuni cations platformfor the transm ssion of Data packets towards
t he consunmer node, nmaki ng usage of any avail abl e custodi an nodes.

The bundl e protocol [RFC5050] introduces the concept of a "bundle
agent" that manages the interface between applications and the
"convergence | ayers" that provide the transport of bundl es between
nodes during comuni cation opportunities. A DINFace woul d extends
t he bundl e agent aimng to control the actions of the bundl e agent
during communi cati on opportunities.

A new DINFace would aimto control the reception and delivery of
bundl es, which are placed in a queue during the forwardi ng of Data
packets. A DINFace would allows the routing process to be aware of
t he bundl es placed at the node, and allows it to informthe bundle
agent about the bundles to be sent to a nei ghbor node. Therefore,

t he bundl e agent inplenmented in a DINFace woul d need to provide the
followng interface/functionality to the forwardi ng process:

0 Get Bundle List: Returns a list of the stored bundles and their
attributes to the routing agent.

o Send Bundle: Notifies the bundle agent to send a specified bundle.

o Drop Bundl e Advice: Advises the bundle agent that a specified
bundl e may be dropped by the bundle agent if appropriate.

o0 Acked Bundl e Notification: Bundl e agent inforns routing agent
whet her a bundl e has been delivered to its final destination and tine
of delivery.

6.4. Producer Mbility

As NDN uses a publish/subscribe comuni cati on nodel, where request
resolution and data transfer are decoupled, it is especially relevant
to solve the problemof data producer nobility. Supporting producer
mobility requires, first of all, finding the new |ocation of the
source each tinme data sources nove, and, second, updating the nane
resol ution systemaccording to the new |l ocation, in order to nmaintain
t he consi stency of NDN forwarding.

Mendes, et al. Expires March 19, 2021 [ Page 20]



I nternet-Draft draf t - mendes-i cnr g- dabber - 05 Sept enber 2020

This could be achi eved by using a dissem nation nethod to efficiently
di scover data sources by replicating Interest nmessages in an
efficient way that avoids network flooding [Optimal-stopping].

Wth this new feature the prospective forwarders for a given |nterest
nmessage are limted in nunber and carefully selected in terns of
three criteria:

o Centrality: how well connected a node is in the network. The nore
central a node is, the bigger the chances are to find a data source.

o Reliability: the likeliness of a node does not drop nessages. The
nore reliable a node is, the | east probable is that the Interest
nmessage w ||l be di scarded.

o Simlarity: how alike the contacted candi date node is in terns of
shared acquai ntances. The less simlar, the nore likely is that it
will find different nodes in the future.

In the current version of DABBER, the degree of diffusion of Interest
packets depends on the logic used to update the RIB on NFD (Increase
di versity, Downward Path Criterion, Downward Path Criterion
extension). It may happen that the diffusion degree could still |ead
to some overhead. In this case DABBER coul d be extended to all ow
nodes to select the nost suitable node anong all of the neighbors to
forward the Interest nessage based on an optinmal stopping approach.
This strategy relies on the existence of an optiml set of stopping
val ues such that the nth discoverer node for a certain Interest
nmessage is the first contacted node which is the best of all the
previ ously explored nodes, if the node has contacted the first
stopping value. |If this node is not found, then it wll be the first
node which is the second best of all the previous nodes, if the node
has contacted the second stopping value, and so on. Oherwi se, if

t hese nodes are not found, then, the nth discoverer node will be the
| ast nth node before reaching the | ast contacted node. This nakes
the dissem nation of the Interest nessages in Mbile NDNs efficient,
even, and pervasive all over the network, increasing the delivery
ratio whil e decreasing the network overhead.

7. Security Considerations

DABBER fol |l ows the CCN NDN security framework built on public-key
cryptography, allows it to secure the exchange of routing nmessages,
by being able of verifying the authenticity of routing nessages.

Mor eover, DABBER ensures the right |evel of privacy of the invol ved
entities, who provide local information to support routing decisions.
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Routing security can be achieved not only by signing routing
messages, but also by allow ng the usage of nultiple paths, as done
by DABBER: when an anonaly is detected routers can retrieve the data
t hrough al ternative paths.

Besi des the presented security and privacy considerations, the issue
of Denial of Service (DoS) needs to be properly addressed. An
exanpl e is when a malicious user sends a high rate of broadcast
nessages aimng to exhaust avail abl e forwardi ng resources.

The remai nder of this section provides initial insights about the

met hods used by DABBER to ensure the authenticity, confidentiality of
t he routing nessage exchange as well as the privacy of the invol ved
entities.

7.1. Authenticity

DABBER routing nessages are carried in Data packets containing a
signature. Hence, a DABBER device can verify the signature of each
routi ng nmessage to ensure that it was generated by the clainmed origin
node and was not tanpered with during dissem nation. For this

pur pose, DABBER nmakes use of a hierarchical trust nodel for routing
to verify the keys used to sign the routing nessages.

DABBER can nodel a trust managenent as a five-|evel hierarchy,

al though reflecting a different adm nistrative structure: represents
the authority responsible by the international transit network

al l owi ng roam ng services; represents the operator providing the
nmobi |l e service; represents the network site of the nobile operator
where the node is registered; represents the nobile equi pnent. Each
node can create a DABBER process that produces LSAs.

Since keys must be retrieved in order to verify routing updates,
DABBER al | ows each node to retrieve keys fromits neighbors. This
nmeans that a DABBER node will use the Interest/Data exchange process
to gather keys fromall its direct neighbors. Upon the reception of
an Interest of the type //broadcast/KEYS each nei ghbor | ooks up the
requested keys in their | ocal key storage and returns the key if it
is found. 1In case a neighbor does not have the requested key, the
nei ghbor can further query its neighbors for such key. The used key
retrieval process nakes use of a broadcast forwardi ng strategy,

st oppi ng at nodes who either own or cache the requested keys.

7.2. Confidentiality
Al t hough bei ng depl oyed under the control of an operator, DABBER

allows its network to be extended beyond the reach of its
infrastructure network, into scenarios where wreless comruni cations
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bet ween i nvol ved DABBER devi ces/router may be spoofed. Hence, DABBER
requires routing data confidentiality to ensure the setup of a secure
comuni cati on topol ogy.

DABBER basi ¢ approach relies on the usage of encryption to protect
the confidentiality of routing nmessages. By taking advantage of the
semanti cal | y neani ngful nanmes DABBER relies on approaches such as
Naned- based Access Control (NAC) [NAC]. NAC provides content
confidentiality and access control based on a conbi nati on of
symmetric and asymetric cryptography algorithnms, while using NDN s
data-centric security and nam ng convention to automate data access
control

Being inplenented in wireless devices that may energy constraint, it
will be inportant to verify the efficiency of the cryptographic
solution, nanely since the generation of asymetric key pairs as well
as the symmetric and asymmetric encryption/ decryption operations may
be expensive in terns of the usage of resources.

7.3. Privacy

I n DABBER, forwarding decisions are taken into account using
different netrics such as centrality and simlarity. Wile these
metrics may be efficient in terns of node selection, they can breach
privacy of network users carrying networked devices by inferring
social related information such as position inside groups, as well as
i nformati on about the devices thensel ves.

I f exchanged as clear text, the information carried in routing
metrics may potentially conprom se the privacy of users. A way of
preserving the privacy of the users in DABBER coul d pass by using
honmonor phi ¢ encryption for information-centric wireless Ad Hoc
Net wor ks.

Wt h hononor phic encryption forwardi ng deci sions are nade by
perform ng cal cul ati ons on encrypted forwarding nmetric val ues w t hout
decrypting themfirst, while maintaining | ow overhead and del ays. As
a result, forwarding decisions can be taken preserving the user’s
privacy. For these purposes, honmonorphic encryption is extrenely
useful. This cryptographic scheme all ows conputations on ciphertexts
and generates encrypted results that, when decrypted, match the
results of the operations as if they had been perfornmed on

pl ai nt exts.
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