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Abstract

Thi s docunent describes the problem of distributed data discovery in
edge conputing, and in particular for conputing-in-the-network
(CON, which may require both the marshalling of data at the outset
of a conputation and the persistence of the resultant data after the
conputation. Although the data m ght originate at the network edge,
as nore and nore distributed data is created, processed, and stored,
it becones increasingly dispersed throughout the network. There
needs to be a standard way to find it. New and existing protocols
will need to be devel oped to support distributed data di scovery at

t he network edge and beyond.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on January 8, 2020.
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I ntroduction

Edge conputing is an architectural shift that mgrates C oud

functionality (conpute, storage, networking, control, data

managenent, etc.) out of the back-end data center to be nore

proxi mate to the 10T data bei ng generated and anal yzed at the edges

of the network. Edge conputing provides |ocal conpute, storage and

connectivity services, often required for |atency- and bandw dt h-

sensitive applications. Thus, Edge Conmputing plays a key role in

verticals such as Energy, Manufacturing, Autonotive, Video

Surveillance, Retail, Gam ng, Healthcare, M ning, Buildings and Smart

Cities.
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1.1. Edge Data

Edge conputing is notivated at |least in part by the sheer vol une of
data that is being created by endpoi nt devices (sensors, caneras,
lights, vehicles, drones, wearables, etc.) at the very network edge
and that flows upstream in a direction for which the network was not
originally designed. 1In fact, in dense |I0oT deploynents (e.g., nmany
vi deo caneras are stream ng high definition video), where nmultiple
data flows collect or converge at edge nodes, data is likely to need
transformation (transcoded, subsanpl ed, conpressed, analyzed,
annot at ed, conbi ned, aggregated, etc.) to fit over the next hop |ink,
or even to fit in menory or storage. Note also that the act of
perform ng conpute on the data creates yet another new data strean
Preservation of the original data streans are needed sonetines but
not al ways.

In addition, data may be cached, copied and/or stored at nultiple

| ocations in the network on route to its final destination. Wth an
i ncreasi ng percentage of devices connecting to the Internet being
nobi | e, support for in-the-network caching and replication is
critical for continuous data availability, not to nmention efficient
network and battery usage for endpoint devices.

Addi tionally, as nobile devices nenory/storage fill up, in an edge
context they may have the ability to offload their data to other

proxi mate devices or resources, |leaving a bread crunb trail of data
in their wakes. Therefore, although data m ght originate at edge
devices, as nore and nore data is continuously created, processed and
stored, it becones increasingly dispersed throughout the physical
worl d (outside of or scattered across nmanaged | ocal data centers),
increasingly isolated in separate |ocal edge clouds or data silos.
Thus there needs to be a standard way to find it. New and existing

protocols will need to be identified/ devel oped/ enhanced for these
pur poses. Being able to discover distributed data at the edge or in
the mddle of the network - will be an inportant conponent of Edge
conmput i ng.

1.2. Background

Several | ETF T2T RG Edge Conputi ng di scussi ons have been held over
the last couple years, a conparative study on the definition of Edge
conputing was presented in nmultiple sessions in T2T RGin 2018 and an
Edge Conputing |I-D was submtted early 2019. An | ETF BEC (beyond
edge computing) effort has been evaluating potential gaps in existing
edge conputing architectures. Edge Data Di scovery is one potenti al
gap that was identified and that needs eval uation and a sol ution.

The newly proposed CON RG highlights the need for conputations in
the network to be able to marshal potentially distributed input data
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and to handle resultant output data, i.e., its placenent, storage
and/ or possible migration strategy.

1.3. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.4. Term nol ogy

o Edge: The edge enconpasses all entities not in the back-end cl oud.
The devi ce edge represents the very | eaves of the network and
enconpasses the entities found in the last mle network. Sensors,
gat eways, conpute nodes are included. Because the things that
popul ate the 10T can be both physical and/or cyber, in sone
solutions, particularly in software-defined or digital-twn
contexts, the device edge can include |ogical (vs physical)
entities. The infrastructure edge includes equi pnent on the
networ k operator side of the last mle network including cel
towers, edge data centers, cable headends, POPs, etc. See
Figure 1 for other possible tiers of edge clouds between the
devi ce edge and the back-end cloud data center.

o Edge Conputing: Distributed conputation that is perfornmed near the
net wor k edge, where nearness is determ ned by the system
requi renents. This includes high performnce conpute, storage and
net wor k equi pnrent on either the device or infrastructure edge.

o Edge Data Discovery: The process of finding required data from
edge entities, i.e., fromdatabases, files systens, device nenory
that m ght be physically distributed in the network, and
consolidating it by providing access to it logically as if it were
a single unified source, perhaps through its nanespace, that can
be eval uated or searched.

o ICN Information Centric Networking. An |ICN enabled network
routes data by nanme (vs address), caches content natively in the
network, and enpl oys data-centric security. Data discovery may
require that data be associated with a name or nanes, a series of
descriptive attributes, and/or a unique identifier.

2. Edge Data D scovery Problem Scope
Qur focus is on howto define and scope the edge data di scovery

problem This requires sonme discussion of the evolving definition of
the edge as part of a cloud-to-edge continuumand in turn what is
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meant by edge data as well as the neta-data surroundi ng the edge
dat a.

2.1. A doud-Edge Continuum

Al t hough Edge Conputing data typically originates at edge devices,
there is nothing that precludes edge data from bei ng created anywhere
in the cloud-to-edge conputing continuum (Figure 1). New edge data
may result as a byproduct of conputation being perforned on the data
stream anywhere along its path in the network. For

exanpl e, infrastructure edges may create new edge data when nultiple
data streans converge upon this aggregation point and require
transformation (e.g., to fit within the avail able resources, to
snoot h raw nmeasurenents to elimnate high-frequency noise, to
obfuscate data for privacy).

An assunption is that all data will have associ ated policies
(default, inherited or configured) that describe access control
perm ssions. Consequently, the discoverability of data will be a
function of who or what has requested access. In other words, the
di scoverable viewinto the available data will be limted to those
who are authorized. D scovering edge data that is exclusively
private is out of scope of this docunent, the assunption being that
there will be sonme edge clouds that do not expose or publish the
avai lability of their data. Al though edge data may be sent to the
back-end cl oud as needed, there is nothing that precludes it from
bei ng di scoverable if the cloud offers it as public.

Initially our focus is on discovery of edge data that resides at the
Devi ce Edge and the Infrastructure Edge.
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Figure 1. d oud-to-edge conputing continuum
2.2. Types of Edge Data

Besi des cl assically constrained 10T device sensor and measur enent
data accumul ati ng t hroughout the edge conputing infrastructure, edge
data may al so take the form of higher frequency and hi gher vol une
stream ng data (froma continuous sensor or froma canera), neta data
(about the data), control data (regarding an event that was
triggered), and/or an executabl e that enbodies a function, service,

or any other piece of code or algorithm Edge data al so could be
created after nultiple streams converge at an edge node and are
processed, transforned, or aggregated together in sone manner.

Regardl ess of edge data type, a key problemin the C oud- Edge
continuumis that data is often kept in silos. Meaning, data is
often sequestored within the Edge where it was created. A goal of
this discussion is to consider the prospect that different types of
edge data wil|l be nmade accessible across di sparate edges, for exanple
to enable richer nulti-nodal analytics. But this will happen only if
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data can be described, searched and di scovered across heterogeneous
edges in a standard way. Having a nmechanismto enabl e granul ar edge
data discovery is the problemthat needs solving either with existing
or new protocols. The nechanisns shouldn’t care to which flavor

cl oud or edge the request for data discovery is nade.

3. Scenarios Requiring D scovery of Edge Data Resources

1. A set of data resources appears (e.g., a nobile node hosting data
joins a network) and they want to be di scovered by an existing
but possibly virtualized and/ or epheneral data directory
i nfrastructure.

2. A device wants to di scover data resources avail able at or near
its current location. As sone of these resources may be nobil e,
the avail abl e set of edge data may vary over tine.

3. A device wants to discover to where best in the edge
infrastructure to opportunistically upload its data, for exanple
if a nobile device wants to offload its data to the
infrastructure (for greater data availability, battery savings,
etc.).

4. Edge Data D scovery

How can we di scover data on the edge and nmake use of it? There are
proprietary inplenmentations that collect data from various databases
and consolidate it for evaluation. W need a standard protocol set
for doing this data discovery, on the device or infrastructure edge,
in order to neet the requirenents of many use cases. W wll| have
terabytes of data on the edge and need a way to identify its

exi stence and find the desired data. A user requires the need to
search for specific data in a data set and evaluate it using their
own tools. The tools are outside the scope of this docunent, but the
di scovery of that data is in scope.

4.1. Types of Discovery

There are nmany aspects of discovery and many different protocols that
address each aspect.

Di scovery of new devices added to an environnent. Discovery of their
capabilities/services in client/server environnents. D scovery of

t hese new devices automatically. D scovering a device and then
synchroni zi ng the device inventory and configuration for edge
services. There are nmany existing protocols to help in this

di scovery: UPnP, nDNS, DNS-SD, SSDP, NFC, XMPP, WBC network service
di scovery, etc.
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Edge devi ces di scover each other in a standard way. W can use DHCP
SNWP, SMS, COAP, LLDP, and routing protocols such as OSPF for devices
to di scovery one anot her.

Di scovery of link state and traffic engi neering data/services by
external devices. BGP-LS is one solution.

The question is if one or nore of these protocols mght be a suitable
contender to extend to support edge data discovery?

4.2. Namng the Data

Information-Centric Networking (I CN) RFC 7927 [ RFC7927] is a class of
architectures and protocols that provide "access to naned data" as a
first-order network service. Instead of host-to-host conmunication
as in IP networks, ICNs often use |ocation-independent names to
identify data objects, and the network provides the services of
processi ng (answering) requests for nanmed data with the objective to
finally deliver the requested data objects to a requesting consuner.

Such an approach has profound effects on various aspects of a
net wor ki ng system including security (by enabling object-based
security on a nessage/ packet |evel), forwardi ng behavi or (nane-based
forwardi ng, caching), but also on nore operational aspects such as
boot st rappi ng, di scovery etc.

The CCNx and NDN (https://naned-data.net) variants of |ICN are based
on a request/response abstraction where consuners (hosts, application
requesting naned data) send | NTEREST nessages into the network that
are forwarded by network elenments to a destination that can provide

t he requested nanmed data object. Correspondi ng responses are sent as
so-cal | ed DATA nessages that follow the reverse | NTEREST path

Each uni que data object is naned unanbi guously in a hierarchical
nam ng schene and is authenticated through Public-Key cryptography
(data objects can also optionally be encrypted in different ways).
The nam ng concept and the object-based security approach lay the
foundati on for |ocation independent operation. The network can
general ly operate w thout any notion of |ocation, and nodes
(consuners, forwarders) can forward requests for naned data objects
directly, i.e., wthout any additional address resolution. Location
i ndependence al so enabl es additional features, for exanple the
possibility to replicate and cache named data objects. On-patch
caching is a standard feature in many I CN systens -- typically for
enhancing reliability and performance.

In CCNx and NDN, forwarders are stateful, i.e., they keep track of
forwarded I NTEREST to |l ater match the recei ved DATA nessages.
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Stateful forwarding (in conjunction with the general named-based and
| ocati on-i ndependent operation) also enpowers forwarders to execute

i ndi vi dual forwarding strategies and perform optim zations such as

i n-network retransm ssions, multicasting requests (in cases there are
several opportunities for accessing a particular nanmed data object)
etc.

Nam ng data and application-specific nam ng conventions are naturally
i nportant aspects in ICN. It is common that applications define
their own nam ng convention (i.e., semantics of elenments in the nane
hi erarchy). Such nanmes can often directly derived from application
requi renents, for exanple a nanme |ike /nmy-hone/living-

room Iight/switch/main could be relevant in a smart honme setting, and
correspondi ng devi ces and application could use a correspondi ng
convention to facilitate controllers finding sensors and actors in
such a systemw th mnimal user configuration.

The aforenmentioned features nmake | CN anenable to data di scovery.
Because there is no nane/address chasmas in | P-based systens, data
can be di scovered by sending | NTEREST to naned data objects directly
(assum ng a nam ng convention as descri bed above). Moreover, ICN can
aut henticate received data objects directly, for exanple using |ocal
trust anchors in the network (for exanple in a hone network).

Advanced I CN features for data discovery include the concept of

mani fests in CCNx, i.e., ICN objects that describe data coll ections,
and data set synchroni zation protocols in NDN (https://named-

dat a. net/ publications/li2018sync-intro/) that can inform consuners
about the availability of new data in a tree-based data structure
(with automatic retrieval and authentication). Also, ICNis not
[imted to accessing static data. Franmeworks such as Naned Function
Net wor ki ng (http://ww. nanmed-function.net) and RI CE can provide the
general ICN feature for discovery not only for data but also for nane
functions (for in-network conputing) and for their results.

5. Use Cases of edge data discovery
1. Autononous Vehicles
Aut ononous vehicles rely on the processing of huge anobunts of conpl ex
data in real-tinme for fast and accurate decisions. These vehicles
will rely on high performnce conpute, storage and network resources
to process the volunes of data they produce in a |low |l atency way.
Various systens will need a standard way to di scover the pertinent
data for decision naking

2. Video Surveill ance
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The majority of the video surveillance footage will remain at the
edge infrastructure (not sent to the cloud data center). This
footage is comng fromvehicles, factories, hotels, universities,
farnms, etc.Much of the video footage will not be interesting to those
evaluating the data. A nechanism set of protocols perhaps, is
needed to identify the interesting data at the edge. What
constitutes interesting wll be context specific, e.g., video franes
with a car init, a backyard nocturnal creature in it, a person or
bicyclist or etc. Interesting video data nay be stored |longer in
storage systens at the very edge of the network or in flight in
net wor ki ng equi pnent further away fromthe device edge.

3. El evat or Net wor ks

El evators are one of many industrial applications of edge conputing.
Edge equi pnent receives data from 100’ s of el evator sensors. The
data comng into the edge equi pnent is vibration, tenperature, speed,
| evel, video, etc. W need the ability to identify where the data we
need to evalute is |ocated.

4. Service Function Chaining

Service function chaining (SFC) allows the instantiation of an
ordered set of service functions and the subsequent "steering" of
traffic through them Service functions provide a specific treatnent
of received packets, therefore they need to be known so they can be
used in a given service conposition via SFC. So far, how the SFs are
di scovered and conposed has been out of the scope of discussions in

| ETF. \While there are sonme nechani sns that can be used and/ or
extended to provide this functionality, work needs to be done. An
exanple of this can be found in [|-D. bernardos-sfc-discovery].

In an SFC envi ronnent depl oyed at the edge, the discovery protocol
may al so need the followi ng kind of neta-data information per SF:

o Service Function Type, identifying the category of SF provided.
o SFC-aware: Yes/No. Indicates if the SF is SFC aware.

0 Route Distinguisher (RD): IP address indicating the |ocation of
the SF(I).

o0 Pricing/costs details.
o Mgration capabilities of the SF. whether a given function can be

noved to another provider (potentially including information about
conpati bl e providers topol ogically close).
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o Mbility of the device hosting the SF, with e.g. the foll ow ng
sub- opti ons:

Level: no, low, high; or a corresponding scale (e.g., 1 to 10).
Current geographical area (e.g., GPS coordi nates, post code).
Target noving area (e.g., GPS coordi nates, post code).

o Power source of the device hosting the SF, with e.g. the follow ng
sub- opti ons:

Battery: Yes/No. [If Yes, the follow ng sub-options could be
defi ned:

Capacity of the battery (e.g., mm).
Charge status (e.g., 9.
Lifetime (e.g., mnutes).

Di scovery of resources in an NFV environnent: virtualized resources
do not need to be limted to those available in traditional data
centers, where the infrastructure is stable, static, typically
honogeneous and managed by a single admn entity. Conputational
capabilities are becom ng nore and nore ubiquitous, with term na
devices getting extrenely powerful, as well as other types of devices
that are close to the end users at the edge (e.g., vehicular onboard
devices for infotainnent, mcro data centers depl oyed at the edge,
etc.). It is envisioned that these devices would be able to offer
storage, conputing and networking resources to nearby network
infrastructure, devices and things (the fog paradign). These
resources can be used to host functions, for exanple to offl oad/
conpl emrent ot her resources available at traditional data centers, but
al so to reduce the end-to-end | atency or to provide access to
specialized information (e.g., context available at the edge) or
hardware. Simlar to the discovery of functions, while there are
mechani snms that can be reused/ extended, there is no conplete solution
yet defined. An exanple of work in this area is

[1-D. bernardos-intarea-vimdi scovery]." The availability of this
nmet a- dat a about the capabilities of nearby physical as well as
virtual i zed resources can be nade di scoverabl e through edge data

di scovery nechani sns.

McBride, et al. Expi res January 8, 2020 [ Page 11]



I nternet-Draft Edge Data Di scovery July 2019

6.

| ANA Consi derations
N A
Security Considerations

Security considerations will be a critical conponent of edge data
di scovery particularly as intelligence is noved to the extrene edge
where data is to be extracted.
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