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Abst r act

Thi s docunment describes a new transport protocol TSMP, which seeks to
support data transfer for the enmergi ng usage paradi gm of "single
user, multiple device" in a TCP conpati ble manner. Through its novel
proxy- based design, TSMP is able to retain the current client and
server protocol operations of the | egacy TCP protocol and TCP-based
applications while placing new functions at the proxy.
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1. I nt roducti on

In this docunment, we design protocol solutions to an energi ng usage

scenario of "single user, multiple devices." |In recent years, it has
becone increasingly popular that a user owns nultiple devices wth
networ ki ng capabilities. In an exanple scenario, a user has a |l aptop

in the office, a desktop at home, while carrying an i Phone or i Pad
wherever (s)he goes. This energing single-user, nmulti-device setting
opens new venue for networking protocol design and operations.

TCP has been the dom nant transport protocol for nost |nternet
applications, and many popul ar applications such as web-based vi deo
stream ng, and Instant nessaging (e.g., MSN) are based on its
operation. In the single-user, nultiple-device context, there are
two mai n design challenges. First, the protocol operations should
support TCP-based data transfer anong nultiple devices of the sane
user. TCP sessions should seanl essly m grate anong the devi ces owned
by the sane user. For exanple, a user uses instant nessaging or
video streamng on his laptop when he is in his office. Wen he

wal ks out for lunch, he proceeds the ongoing nmessaging or video
session via his i Phone or iPad. Second, users can continue to run
the | egacy TCP and applications with m nimal changes at both sides of
the client and the server while supporting the notion of single-user,
mul ti pl e-device during data comunication. This will enable reuse of
nost existing Internet applications. Existing protocols can achieve
one of these two goals, but not both.

In this docunent, we describe a novel solution, called TCP Service

M gration Protocol (TSMP), which supports "single-user, nulti-device"
TCP communi cations. The TCP connection is associated with the user
and can seam essly m grate anong devi ces belonging to the sane user.
A key innovation in TSMP is the proxy bridging the client and the
server in the current client-server comuni cation nodel. The proxy
offers two critical services of nam ng and TCP control/data pl ane
functions. By carefully designing the proxy, TSMP is able to reuse
exi sting TCP and TCP-based applications at both the client and the
server w thout changes.

2.  Term nol ogy
Thi s docunment uses the following terns to refer to the entities or
functions that are required in service mgration protocol. Readers

are expected to be famliar with RFC 3753 "Mbility Rel ated
Ter m nol ogy" [RFC3753].
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Instant Messaging (IM: A formof real-tine, direct, text-based
chatting communi cati on between two or nore people.

TCP Service Mgration Protocol (TSMP): A protocol that can be used
to mgrate an ongoing TCP service from one device to another.
Bot h devices belong to the sanme owner.

TCP Service Mgration Protocol Server (TSWMPS): A systemthat
mai ntai ns a gl obal nanmespace, and perforns nanmespace nanagenent
and namespace resol ution

TCP Service Mgration Protocol Proxy (TSMPP): A systemthat is
i nt erposed between the server and the client to support TSMP via
coordi nating control signaling and forwardi ng dat a.

TCP Service Mgration Protocol Application (TSMPA): An application
that is installed on each TSMP-enabl ed devi ce.

M grati on From Request (MFR): A control nessage that is used to
i ssue the request of service mgration by the originator device.

M gration To Request (MIR): A control nessage that is used to inform
the target device regarding the request of service mgration.

Single User Miltiple Devices

This section illustrates an exanple scenario of single-user, nulti-
device, the requirenents for our design, and the applications to
whi ch our protocol can be appli ed.

An Exanpl e Scenari o

Bob has three networking devices: PC at hone, Laptop in the office,
and Smartphone that he uses while roamng. He chats with his friend,
Alice, over an I Mapplication using his smartphone while he is on his
way back home. Meanwhile, Alice wants to share video clips wth Bob
using HTTP stream ng from her web server running on her PC. After
arriving at hone, Bob switches both the I M session and the HTTP
progressi ve downl oadi ng of the renmining videos to his hone PC
because of its larger screen size and network bandw dth. Bob then
chats with Alice and watches the latter part of the video on his PC
Mor eover, the service mgration anong Bob’s devices is transparent to
Alice.
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System Requi renent s
In the above scenario, we need to address the follow ng two issues.

o How to keep the intended connection open during mgration and
prevent the end that is not involved from perceiving the
m gration?

0O Howto transfer TCP connection states from one device to anot her
and make the overhead incur as little inpact as possible on the
connecti on?

The system needs to consider both control and data planes to support
service mgration. The control plane is used to coordinate the
operation of service mgration, including triggering the mgration
process, discovering the device to which the service is mgrated, and
inform ng the new device to accept the mgration. During service

m gration, the data plane should be able to cache the transient
packets that have been sent by the sender but have not been

acknow edged, and nake these packets as few as possible to reduce
potential overhead. Once the mgration is conpleted, it sends al
cached packets to the new receiver and resunes the original TCP
connection. Another inportant task is to avoid retransm ssion
tinmeout to retain the sanme val ue of Congestion_Threshold. Service
m gration may happen from one device with | ow bandw dth to anot her
wi th high bandwidth or fromthe latter to the fornmer. |In the forner
case, we need to make the Congestion_Threshold value as | arge as
possi bl e so that the sender’s Congesti on_W ndow grows quickly with
the slowstart algorithm to reach the appropriate size associ ated
with the larger bandwi dth setting. |If the Congestion_Threshold val ue
beconmes too small, the size of Congesti on_W ndow woul d i ncrease very
slowy because it increases linearly wwth the additive increase/

mul ti plicative decrease mechani sm once exceedi ng the threshol d.
However, the Congestion_Threshol d cannot increase w thout data
transm ssion; therefore, a feasible optionis to retain the sane

val ue of Congestion_Threshold. As for the latter case, the
Congesti on_W ndow can shrink quickly to the appropriate size due to
the multiplicative decrease nmechani sm

TCP Service Mgration Protocol

In this section, we first present the protocol architecture, and then
descri be our proxy-based solution to TCP m grati on.
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4.1. Architecture

We enpl oyed a proxy-based solution to achieving TCP service
mgration. As shown in Figure 1, the TSMP architecture is conposed
of three main conponents: TSMP Proxy (TSMPP), TSMP Server (TSWMPS),
and TSMP Application (TSMPA). TSMPP is interposed between the client
and the server to relay packets fromeither side to the other and
nmedi at e t he sub-connections of each TCP connection. To avoid

nodi fication of the existing systens and applications, it

col | aborates with TSMPS and TSMPA to support the service mgration
process. TSMPA provides users an interface to make use of the TSMP
service. It offers a channel for TSMPP to interact with the TCP-
based applications at devices. TSMPS provides the service of DNS-

I i ke nanme resol ution and enables the proxy to | ocate devices.

T + Y +
| TSMP Ser ver | | TSMP- enabl e Devi ce |
[ + | I + |
| | Resol uti on | | | | TSMP Appl i cation | |
| | Servi ce Mdul e | | | | #----mmemm e + |
| +---------- AR + | +---+-+-| TSMP Service Mdule | | |
Fommm e e Fommm e + | | | +----------- Femmm e + | |
| Fommmmen e e + | +------------- Fommmmen e e + |
S R + | | |
| TSMP  +----+--+-+ +------ +| I R + |
| Proxy | Control | | Data ++----+-| TCP-based Applications |
| | Plane | | Plane]| [ +
| ASRREEEEEE SIRSREREE ] |
Fommmmmemeeemaeacieeaeaaaaa- + Y +

Figure 1. TSMP Architecture.
4.2. Proxy-based Sol ution

TSMPP consi sts of both the control plane and the data plane. The
former coordinates the service mgration process. The latter
forwards packets between two ends, and emul ates as a TCP sender to
set up a new sub-connection to the new receiver upon TCP m gration
request .

4.2.1. Control Plane
The control plane coordinates the operation of service mgration

using two control nessages: Mgration From Request (MFR) and
M gration To Request (MIR). MR is always sent by TSMPA to request
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TSMPP to mgrate a TCP connection fromthe device where it resides to
anot her device. It includes both the identity of the intended device
and the information of the m grated connection so that TSMPP can
resolve the device’s | P address by querying TSMPS and identify the
connection. The other control nessage, MIR, is used by TSMPP to | et
TSMPA invoke its |ocal application and set up a connection to TSMPP
TSMPP t hen hooks up this new sub-connection to the old sub-connection
of the other end, thus recovering the mgrated TCP connecti on.

2. Dat a Pl ane

TSMPP bri dges between the two ends for each TCP connection by
forwardi ng packets fromone end to the other. Each connection is
divided into two sub-connections that are glued by a mapping table in
TSMPP. The mapping entry of a connection contains two-tuple of each
end: | P address and port nunber. Wen TSMPP receives packets from
one end’'s sub-connection, it replaces the source and destination
information with the TSMPP address and the other end s address,
respectively, and then forwards themto the other sub-connection.

TCP M gration

When TSMPP receives a MFR request, it starts the mgration process of
t he requested TCP connection. The main concept is that, it
tenporarily halts the TCP flow until the connection between the new
device and TSMPP is established, and then resunes it. The process
hence consists of two phases: transient pause phase and resunption
phase. The pause phase freezes the sendi ng process, caches al

out st andi ng packets that have not be forwarded by TSMPP, and keeps

t he val ue of Congestion_Threshol d unchanged to prevent unnecessary
congestion control invocations at the sender. The goal of the forner
two actions is to mnimze transient |oss and keep the connection
open, whereas the last action seeks to decrease the overhead of

i ncreasi ng Congestion_Wndow to the appropriate size of the new sub-
connection after the mgration conpletes. In the resunption phase,
TSMPP enmul ates a TCP end to set up a connection to the new devi ce,
flushes the cached packets to it, and then recovers the sending
process. After the connection is resunmed, TSMPP continues the
forwardi ng process and the ol d sub-connection is halted.

1. Transi ent Pause Phase

Thi s phase is |aunched once MFR is received by TSMPP. It does not
end until the migration is conplete. It is mainly conposed of three
tasks: advertising the size of the receiver’s wi ndow to be zero,

st oppi ng forwardi ng data packets but caching all of them and
responding to the zero-w ndow probi ng.
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In the TCP flow control nechanism the receiver can advertise its
wi ndow with the size zero to stop the sender from sendi ng dat a.

The sender does not resume sending until the advertised wi ndow is

| arger than zero. W leverage this feature to stop the sending
process by resetting the wi ndow size of the TCP headers to be zero in
t he ACK packets that are forwarded once this phase begins. TSWP
keeps on forwardi ng the ACK packets that acknow edge the data packets
it has forwarded to the old receiver before this phase. The sender
thus halts its sending process, and does the zero-w ndow probi ng by
sendi ng at | east one octet of new data periodically. |Its purpose is
to attenpt recovery and ensure that re-opening of the wi ndow can be
reliably reported. During the mgration period, TSMPP shoul d
generate and send an ACK packet, which shows the next expected
sequence nunber and zero wi ndow size, in response to each probe
segnent. Therefore, the TCP sender would all ow the connection to
stay open and tenporarily freeze the sendi ng process w thout
shrinking the value of Congestion_Threshold. W can use the maxi num
sequence nunber of the cached packets plus one to be the expected
sequence nunber.

Anot her task for this phase is to cache the transi ent packets that
have not been forwarded. TSMPP starts to cache data packets and
stops forwarding themonce this phase begins. These cached data
packets have been sent out by the sender so that the retransm ssion
ti meout would be triggered if they were not acknow edged.

Accordingly, TSMPP needs to generate and send their ACK packets to

t he sender in advance on behal f of the new receiver. These ACKs
shoul d al so contain the sane information of the expected sequence
nunber and the w ndow size. TSMPP needs to ensure that it caches the
data segnents with all the sequence nunbers between the expected
sequence nunber and the acknow edge nunber of the | ast ACK packet
that the old receiver sends. There nmay be a case that the old

recei ver does not acknow edge all its received packets before tearing
down its connection. However, these packets would not be cached by
TSMPP because they have been forwarded. Intuitively, TSMPP can j ust
send ACKs to trigger retransm ssion at the sender and cache them but
the side effect is that Congestion_Threshold will be reduced. W may
enable TSMPP to cache a certain anmount of packets to handle this case
no matter whether it is in the mgration state or not. |If there are
still mssing packets, relying on the retransm ssion would not be
avoi ded. W can estimate the cache size based on half of the RTT

bet ween the sender and the receiver.

4.3.2. Resunption Phase

When the new device requests for a new connection due to its TSMPA s
i nvocation, the resunption phase begins. TSMPP enulates a TCP end to
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7.

conduct three-way handshaking with the device, and starts to send its
cached packets to it. As a TCP sender, TSMPP mai ntains sone
connection states: Congestion_Wndow, and Congestion_Threshol d, etc.
It uses the slowstart al gorithmwhen the sending process is
initialized or the connection tinmes out, and enpl oys the Al M

al gorithm after Congesti on_W ndow reaches Congesti on_Threshol d.

TSMPP does not forward their ACK packets to the sender. After all
cached packets are acknow edged, TSMPP resunes the sender’s sendi ng
process by forwarding the new receiver’s last ACK it receives. The
transm ssion is thus recovered due to the last ACK with a non-zero
receive window. TSMPP then returns to the normal forwardi ng phase,
and di scards the enul ated TCP states. An issue we need to address is
that the initial sequence nunber that is chosen at random may result
in different sequence nunber systens between the old sub-connection
and the new sub-connection. For this reason, TSWMPP should add the
mappi ng i nformati on of their sequence nunbers into the mapping entry
of this connection, and nodify each packet’s sequence nunber before
forwarding it.

| ANA Consi derati ons

This meno i ncludes no request to | ANA

Security Consi derations
The security aspects of the proxy-based applications also apply to
this meno. TBC.
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