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Abstract

In multiconnectivity scenari os the end-user devices can

si mul taneously connect to nmultiple networks based on different access
t echnol ogi es and network architectures like WFi, LTE, DSL. Both the
qgual ity of experience of the users and the overall network
utilization and efficiency may be inproved through a smart sel ection
and conbi nati on of access and core network paths that can dynam cally
adapt to changi ng network conditions. This docunent presents the
probl em st at ement and proposes solution principles. It specifies the
requi renents and architecture for the nulti-access nanagenent
services framework that can be used to 1) flexibly select the best
conbi nation of access and core network paths for uplink and downli nk,
as well as 2) determning the user plane treatnent and traffic

di stribution over the selected Iinks ensuring better network

ef fici ency and enhanced application performnmance.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

Mul ti Access Managenent Services (MAMS) is a progranmabl e framework
t hat provi des nmechanisns for flexible selection of network paths in a
mul ti-access communi cation environnment, based on application needs.
It leverages network intelligence and policies to dynam cally adapt
traffic distribution across sel ected paths and user plane treatnent
to changi ng network/link conditions. The network path selection and
configuration nessages are carried as user plane data between the
functional elenents in the network and the end-user device, and thus
wi t hout any inpact to the control plane signaling schenmes of the

i ndi vi dual access network. For exanple, in a nulti-access network
with LTE and WFi technol ogi es, existing LTE and existing W Fi
signaling procedures will be used to setup the LTE and W Fi
connections, respectively, and MAMS specific control plane nessages
are carried as LTE or WFi user plane data. The proposed MAMS
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framework offers the capabilities of smart selection and flexible
conbi nation of access paths and core network paths, as well as the
user plane treatnent when the traffic is distributed across the

sel ected paths. Thus, it is a broad programmabl e framework providi ng
functions beyond just sharing network policies, e.g. ANDSF that

provi des policies/rules for assisting 3GPP devices to discover and
sel ect avail able access networks. Further, it allows choosing and
configuring user plane treatnment for the traffic over the nmultiple
pat hs, dependi ng on needs of the application.

The docunent presents the requirenents, solution principles,
functional architecture, and protocols for realizing the MAMS
framewor k. MAMS nechani sns are not dependent on any specific access
network type or user plane protocols |ike TCP, UDP, GRE, MPTCP etc.
It co-exists and conpl enents the existing protocols by providing a
way to negotiate and configure these protocols based on client and
network capabilities to match the nulti-access scenario. Further it
al l ons exchanges of network state information and | everagi ng network
intelligence to optimze the performance of such protocols.

An inportant goal for MAMS is to ensure that it either requires

m ni mum dependency or (better) no dependency on the actual access
technol ogies of the participating Iinks, beyond the fact that MAMS
functional elenents forman |IP-overlay across the nultiple paths.
This allows the schene to be future proof by allow ng i ndependent

t echnol ogy evolution of the existing access and core networks as well
as, seanl ess integration of new access technol ogi es.

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

"Client": The end-user device supporting connections with nmultiple
access nodes, possibly over different access technol ogies.

"Mul ticonnectivity Client": Aclient wwth nmultiple network
connecti ons.

"Access network": The segnent in the network that delivers user data
packets to the client via an access link like WFi airlink, LTE
airlink, or DSL.

"Core": The functional elenent that anchors the client | P address
used for conmuni cation with applications via the network.
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"Net wor k Connection manager"(NCM: A functional entity in the network
t hat handl es MAMS control nessages fromthe client and configures

di stribution of data packets over the nultiple avail able access and
core network paths, and user plane treatnent of the traffic flows.

"Client Connection Manager"” (CCM: A functional entity in the client
t hat exchanges MAMS Signaling with the Network Connection Manager and
configures the nmultiple network paths at the client for transport of
user data.

“"Network Multi Access Data Proxy" (N-MADP): This functional entity in
the network handles the user data traffic forwarding across nultiple
network paths. N MADP is responsible for MAMS rel ated user-pl ane
functionalities in the network.

"Client Multi Access Data Proxy" (C-MADP): This functional entity in
the client handles the user data traffic forwarding across nultiple
network paths. C-MADP is responsible for MAMS rel ated user-pl ane
functionalities in the client.

"“Anchor Connection": Refers to the network path fromthe N MADP to
t he user plane gateway (IP anchor ) that has assigned an | P address
to the client.

"Delivery Connection": Refers to the network path fromthe N-MADP to
the client.

3. Pr obl em St at enent

Typically, an end-user device has access to nultiple comunication
net wor ks based on different technol ogies, say LTE, WFi, DSL,
MILTEfire, for accessing application services. D fferent

t echnol ogi es exhibit benefits and Iimtations in different scenari os.
For exanple, WFi provides high throughput for end users when under
good coverage, but the throughput degrades significantly as the user
noves closer to the edge of WFi coverage (typically in the range of
few tens of neters) or with | arge user population (due to contention
based WFi access schene). In LTE networks, the capacity is often
constrained by the limted availability of |icensed spectrum
However, the quality of the service is predictable even in nulti-user
scenarios due to controlled scheduling and |icensed spectrum usage.

Additionally, the use of a particular access network path is often
coupled with the use of its associated core network and the services
that are offered by it. For exanple, in an enterprise that has

depl oyed both WFi and LTE networks, the enterprise services, |ike
printers, Corporate Audio and Video conferencing, are accessible only
via WFi access connected to the enterprise hosted (WFi) core,
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whereas the LTE access can be used to get operator core anchored
services including access to public Internet.

Thus, application performance in different scenarios becones
dependent on the choice of the access networks (e.g. WFi, LTE,
etc.) because of the coupling of the access and the core network
paths. Therefore, to achieve the best possible application
performance in a wi de range of scenarios, a framework i s needed that
allows the selection and flexi ble conbination of access and core
network paths for uplink and downlink data delivery.

For exanple, to ensure best performance for enterprise applications
at all times, in uncongested scenari os, when the user is under good
WFi coverage, it would be beneficial to use WFi access in both
uplink and downlink for connecting to enterprise applications.

However in congested scenarios or when the user is getting close to
the edge of its WFi coverage, the use of WFi in uplink by nmultiple
users can | ead to degraded capacity and increased del ays due to
contention. 1In this case, it would be beneficial to at |east use the
LTE access for increased uplink coverage while WFi may still
continue to be used for downlink

4. Requirenents

The requirenents set out in this section are for the definition of
behavi or of the MAMS nechani sm and the related functional el enents.

4.1. Access technol ogy agnostic interworKking
The access nodes may use different technology types |like LTE, WFi,
etc. The framework, however, MJST agnostic to the type of underlying
t echnol ogy used at the access network.

4.2. Support common transport depl oynents
The network path selection and user data distribution MUST work
transparently across various transport deploynents that include e2e
| Psec, VPNs, and m ddl eboxes |i ke NATs and proxi es.

4.3. Independent Access path selection for Uplink and Downl i nk
Cient should be able to transmt on the uplink and, receive on the
downl i nk, using one or nore accesses. The selection of the access

pat hs for uplink and downlink SHOULD happen i ndependent of each
ot her.
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4.4. Core selection independent of uplink and downlink access

A client SHOULD flexibly select the Core, independent of the access
pat hs used to reach the Core, depending on the application needs,
| ocal policies and the result of MAMS control plane negotiation

4.5. Adaptive network path selection

The framework MJST have the ability to determne the quality of each
of the network paths, e.g. access |ink delay and capacity. The
network path quality informati on needs to be considered in the logic
for selection of the conbination of network paths to be used for
transporting user data. The path selection algorithmcan use network
path quality information, in addition to other considerations |ike
network policies, for optimzing network usage and enhanci ng QOE
delivered to the user.

4.6. Miltipath support and Aggregation of access |link capacities

The framework MJUST support distribution and aggregation of user data
across nmultiple network paths at the IP layer. The client SHOULD be
able to |l everage the conbi ned capacity of the multiple network
connections by enabling sinultaneous transport of user data over
mul ti ple network paths. [|f required, packet re-ordering needs to be
done at the receiver. The framework MJUST allow flexibility to choose
the flow steering and aggregati on protocols based on capabilities
supported by the client and the network data plane entities. The

mul ti -connecti on aggregation solution MJUST support existing transport
and network | ayer protocols |ike TCP, UDP, GRE. The framework MJST
al l ow use and configuration of existing aggregation protocols such as
Multi-Path TCP( MPTCP) and SCTP

4.7. Scal abl e nechani sm based on user plane interworking

The framework MJST | everage comonly avail able routing and tunneling
capabilities to provide user plane interworking functionality. The
addition of functional elenments in the user plane path between the
client and the network MUST not inpact the access technol ogy specific
procedures. This nakes solution easy to deploy and scal e when

di fferent networks are added and renoved.

4.8. Separate Control and Data plane functions

The client MJST use the control plane protocol to negotiate with the
network, the choice of access and core network paths for both uplink
and downlink, as well as the user plane protocol treatnment. The
control plane MJUST configure the actual user plane data distribution
function per this negotiation. A common control protocol SHOULD
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allow creation of nultiple user plane function instance with
potentially different user plane (e.g. tunneling) protocol types.
Thi s enabl es maintaining a clear separation between the control and
data plane functions, allowi ng the franework to be scal abl e and
extensi ble, e.g. using SDN based architecture and inpl enentations.

4.9. Lossless Path (Connection) Sw tching

When switching data traffic fromone path (connection) to another,
packets may be | ost or delivered out-of-order, which will have
negati ve inpacts on the performance of higher |ayer protocols, e.g.
TCP. The framework SHOULD provi de necessary nmechani sns to ensure in-
order delivery at the receiver, e.g. during path switching. The
framewor kK MUST not cause any packet | oss beyond that of access
network nobility functions may cause.

4.10. Concatenation and Fragnentation to adapt to MIU differences

Different network paths may have different security and m ddl ebox
(e.g NAT) configurations, which will lead to use of different
tunneling protocols for transport of data between the network user
pl ane function and the client. As a result, different effective
payl oad sizes (e.g. due to variable encapsul ati on header overheads)
per network path are possible. Hence, MAMS framework SHOULD support
fragnmentation of a single |IP packet payload across MIU sized | P
packets to avoid IP fragmentati on when aggregati ng packets from
different paths. Further, concatenation of nmultiple I P packets into
a single I P packet to inprove efficiency in packing the MU size
shoul d al so be support ed.

4.11. Configuring network m ddl eboxes based on negoti ated protocols

The framework SHOULD enabl e identification of the optinmal paranmeters
that may be used for configuring the m ddl e-boxes, like radio link
dormancy tiners, binding expiry tinmes and supported MIUs, for
efficient operation of the user plane protocols, based on paraneters
negoti ated between the client and the network, e.g. Configuring

| onger binding expiry time in NATs when UDP transport is used in
contrast to the scenario where TCP is configured at the transport

| ayer.

4.12. Policy based Optimal path selection
The framewor k MJUST support consideration of policies at the client,

in addition to guidance fromthe network, for network path selection
addressing different application requirenents.
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4.

4.

6.

13. Access Technol ogy Agnostic Control signaling

The control plane signaling MUST NOT be dependent on the underlying
access technol ogy procedures, e.g. be carried transparently as user
plane. It should support delivery of control plane signaling over
the existing Internet protocols, e.g. TCP or UDP.

14. Service discovery and reachability

There can be multiple instances of the control and user plane
functional elements of the framework, either collocated or hosted on
separate network el enents, and reachable via any of the avail able
user plane paths. The client MJST have flexibility to choose the
appropriate control plane instance in the network and use the control
pl ane signaling to choose the desired user plane functional elenent

i nstances. The choice can be based on considerations |ike, but not
limted to, quality of link through which the network function is
reachabl e, client preferences, pre-configuration etc.

Sol ution Principles

Thi s docunment proposes the Miltiple Access Managenent Servi ces( MAVS)
framewor k for dynam c selection and fl exible conbination of access
and core network paths independently for the uplink and downlink, as
wel|l as the user plane treatnent for the traffic spread across the
selected links. MAMS framework consists of clearly separated control
and user plane functions in the network and the client. The control
pl ane protocol allows configuration of the user plane protocols and
desired network paths for transport of application traffic. The
control plane nessages are carried as user plane data over any of the
avai | abl e network paths between the peer control plane functional
elenments in the client and the network . The selection of paths and
user plane treatnent of the traffic, is based on negotiation of
capabilities (of device and network) and network |ink quality between
the user plane functional elenents at the end-user device/client and
the network. The framework enabl es | everagi ng network intelligence
to setup and dynam cally configure the best network path conbination
based on device and network capabilities, application needs and

know edge of the network state.

MAMS Reference Architecture
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Figure 1. MAMS Reference Architecture

Figure 1 illustrates MAMS architecture for the scenario of a client
served by nultiple (n) networks. It introduces the follow ng
functional el enents,

o Network Connection Manager (NCM and Cient Connection Manager
(CCM in the control plane, and

o Network Multi Access Data Proxy (NMADP) and Client Miulti Access
Data Proxy (C MADP) handling the user plane.

NCM It is the functional elenent in the network that handl es the
MAMS control plane procedures. It configures the network (N MADP)
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and client (C-MADP) user plane functions |ike negotiating the client
on the use of avail able access network paths, protocols and rules for
processing the user plane traffic, as well as link nonitoring
procedures. The control plane nessages between the NCM and CCM are
transported as an overlay, w thout any inpact to the underlying
access networks.

CCM It is the peer functional elenent in the client for handling
MAMS control plane procedures. It nanages multiple network
connections at the client. It is responsible for exchange of MAMS
signaling nmessages with the NCM for supporting functions |ike UL and
DL user network path configuration for transporting user data
packets, |ink probing and reporting to support adaptive network path
sel ection by NCM In the downlink, for the user data received by the
client, it configures CMADP such that application data packet

recei ved over any of the accesses to reach the appropriate
application on the client. In the uplink, for the data transmtted
by the client, it configures the CMADP to determ ne the best access
links to be used for uplink data based on a conbi nati on of |ocal
policy and network policy delivered by the NCM

N-MADP: It is the functional elenment in the network that handl es the
user data traffic forwarding across multiple network paths, as well
as other user-plane functionalities |ike encapsul ation,

fragnmentati on, concatenation, reordering, retransmssion, etc. It is
the distribution node that routes the uplink user plane traffic to

t he appropriate anchor connection towards the core network, and the
downl i nk user traffic to the client over the appropriate delivery
connection(s). In the downlink, the NCM configures the use of
delivery connections, and user plane protocols at the N MADP for
transporting user data traffic. The N MADP should inplenment ECWP
support for the down link traffic. O alternatively, it may be
connected to a router with ECVWP functionality. The |oad bal ancing
algorithmat the NNMADP is configured by the NCM based on static
and/ or dynam c network policies |ike assigning access and core paths
for specific user data traffic type, data vol une based percentage
distribution, and link availability and feedback information from
exchange of MAMS signaling with the CCM at the Cient.. N MADP can be
configured with appropriate user plane protocols to support both per-
fl ow and per-packet traffic distribution across the delivery
connections. In the uplink, N MADP selects the appropriate anchor
connection over which to forward the user data traffic, received from
the client (via the delivery connections). The forwarding rules in
the uplink at the N-MADP are configured by the NCM based on
application requirenents, e.g. Enterprise hosted Application flows
via W-Fi Anchor, Mbbile Operator hosted applications via the
Cel | ul ar Core.
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C-MADP: It is the functional elenent in the client that handles the
MAMVS user pl ane data procedures. C MADP is configured by CCM based
on signaling exchange with NCM and | ocal policies at the client. The
CCM configures the selection of delivery connections and the user

pl ane protocols to be used for uplink user data traffic based on the
signaling exchanged wth NCM The C MADP entity handl es user pl ane
data forwardi ng across nultiple delivery connections and associ at ed
user - pl ane functions |ike encapsul ation, fragnmentation,

concat enation, reordering, retransm ssions, etc.

The NCM and N-MADP can be either collocated or instantiated on

di fferent network nodes. NCM can setup nultiple N-MADP instances in
the network. NCM controls the selection of N-MADP i nstance by the
client and the rules for distribution of user traffic across the

N- MADP i nstances., This is beneficial in multple depl oynent
scenarios, like the follow ng exanpl es.

o Different N-MADP instances to handle different sets of clients for
| oad bal anci ng across clients

0 Address deploynent topologies e.g. N MADP hosted at the user
pl ane node at the access edge or in the core network, while the
NCM hosted at the access edge node)

0 Address access network technology architecture. For exanple,

N- MADP i nstance at core network node to manage traffic

di stribution across LTE and DSL networks, and N-MADP i nstance at
access network node to manage traffic distribution across LTE and
W-Fi traffic.

o A single client can be configured to use multiple N MADP
instances. This is beneficial in addressing different application
requi renents. For exanple, separate N-MADP instances to handl e
TCP and UDP transport based traffic.

Thus, MAMS architecture flexibly addresses nultiple network
depl oynent s.

7. MAMS Pr ot ocol Architecture

This section describes the protocol structure for the MAMS User and
Control plane functional elenents.

7.1. MAMS Control - Plane Protoco
Figure 2 shows the default MAMS control plane protocol stack.

WebSocket is used for transporting managenent and control nessages
bet ween NCM and CCM
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| Mul ti Access (MX) Control Message |

o +
| WebSocket |
| |
o +
| TCP/ TLS |
| |
o +

Figure 2: TCP-based MAMS Control Plane Protocol Stack
7.2. MNMAMS User Pl ane Protocol

Figure 3 shows the MAMS user plane protocol stack
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User Payl oad (e.g. | P PDU)

| | Multi Access (MX) Convergence Subl ayer |

| o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m + |
| e +
| | MX Adaptation | MX Adaptation | MX Adaptation |
| | Subl ayer | Subl ayer | Subl ayer [
| | (optional) | (optional) | (optional) [ |
| oo - - o M S R R + |
| | Access #1 IP | Access #2 IP | Access #3 |IP |
| e +

| MAMS User Pl ane Protocol Stack

Figure 3: MAMS User Plane Protocol Stack
It consists of the follow ng two Subl ayers:
o Milti-Access (MX) Convergence Subl ayer: The MAMS framework

configures the Convergence sublayer to performnulti-access
specific tasks in the user plane. This layer perforns functions
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i ke access (path) selection, nmulti-link (path) aggregation,
splitting/reordering, |ossless switching, fragnmentation,
concatenation, etc. MX Convergence |ayer can be inpl enented using
exi sting user plane protocols |ike MPTCP or by adapting
encapsul ati ng header/trailer schenes (e.g Trail er Based MX
Convergence as specified in [I-D.zhu-intarea-mns-user-protocol]).
o Muilti-Access (MX) Adaptation Sublayer: The MAMS franmework
configures the Adaptation Sublayer to address transport network
rel ated aspects |like reachability and security in the user plane.
This layer perforns functions to handle tunnelling, network |ayer
security, and NAT. MX Adaptation can be inplenented using |IPsec,
DTLS or Cient NAT (Source NAT at Client with inverse mapping at
N-MADP [1-D. zhu-intarea-mans-user-protocol]). The MX Adaptation
Layer is optional and can be independently configured for each of
the Access Links. E.g. 1In a deploynent with LTE (assumed secure)
and W-Fi (assumed not secure), the MX Adaptation Sublayer can be
omtted for the LTE |link but MX Adaptation Sublayer is configured
as | Psec for securing the W-Fi link. Further details on the MAMS
user plane are described in [I-D.zhu-intarea-mans-user-protocol].

8. MAMS Control Pl ane Procedures
8. 1. Overvi ew

CCM and NCM exchange signaling nmessages to configure the user plane
functions, CMADP and N-MADP, at the client and network respectively.
The neans for CCMto obtain the NCM credentials (FQDN or | P Address)
for sending the initial discovery nessages are out of the scope of
MAMS docunent. As an exanple, the client can obtain the NCM
credentials using nethods |ike provisioning, DNS query. Once the

di scovery process is successful, the (initial) NCM can update and
assign additional NCM addresses for sendi ng subsequent control plane
nessages.

CCM di scovers and exchanges capabilities with the NCM NCM provi des
the credentials of the N-MADP end-point and negoti ates the paraneters
for user plane with the CCM CCM configures C-MADP to setup the user
pl ane path (e.g. MPTCP/ UDP Proxy Connection) with the N-MADP based
on the credentials (e.g. (MPTCP/UDP) Proxy |P address and port,
Associ ated Core Network Path), and the paraneters exchanged with the
NCM  Further, NCM and CCM exchange |ink status information to adapt
traffic steering and user plane treatnent with dynam c network
conditions. The key procedures are described in details in the

foll owi ng sub-sections.
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Figure 4. MAMS Control Plane Procedures
8.2. Common fields in MAMS Control Messages
Each MAMS control nessage consists of the foll ow ng common fi el ds:

o Version: indicates the version of MAMS control protocol.

0 Message Type: indicates the type of the nessage, e.g. M
Di scovery, MX Capability REQ RSP etc.

0 Sequence Nunber: auto-increnmented integer to uniquely identify a
transacti on of nessage exchange, e.g. MX Capability REQ RSP

8.3. Common procedures for MAMS Control Messages

This section describes the common procedures for MAMS Contr ol
Messages.

8.3.1. Message Tinmeout

MAMS Control plane peer (NCMor CCM waits for a duration of

MAVS_TI MEQUT ns, after sending a MAMS control nessage, before tim ng
out when expecting a response. The sender of the nmessage wll
retransmt the nessage for MAMS RETRY tines before declaring failure.
A failure inplies that the MAMS peer is dead, and the sender reverts
back to native non-nulti access/single path node. CCMmay initiate

t he MAMS di scovery procedure for re-establishnent of the MAMS

sessi on.

8.3.2. Keep Alive Procedure

MAMS Control plane peers execute the keep alive procedures to ensure
t hat peers are reachable and to recover from dead-peer scenari 0s.
Each MAMS control plane end-point maintains a MAMS KEEP _ALI VE ti ner
that is set for duration MAMS KEEP ALI VE Tl MEQUT. MAMS KEEP_ ALI VE
timer is reset whenever the peer receives a MAMS Control nessage.
When MAMS KEEP _ALI VE tinmer expires, MAMS KEEP ALI VE REQ nessage i s
sent. On reception of a MAMS KEEP ALI VE REQ nessage, the receiver
responds with a MAMS KEEP ALI VE RSP nessage. |f the sender does not
receive a MAMS Control nessage in response to MAMS RETRY nunber of
retries of MAMS KEEP ALI VE REQ nessage, the MAMS peer decl ares that
the peer is dead. CCMnmay initiate MAMS Di scovery procedure for re-
est abl i shnment of the MAMS sessi on.

CCM shal | additionally send MX KEEP ALI VE REQ nessage i medi ately to
NCM whenever it detects a handover from one base station/access point
to another. During this time the user equi prment shall stop using
MAMS user plane functionality in uplink direction till it receives a
MX KEEP ALI VE RSP from NCM
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MX KEEP ALI VE REQ i ncludes follow ng information:

0]

8. 4.

Reason: Can be 'Tinmeout’ or ’'Handover’. Reason 'Handover’ shal

be used by CCM only on detection of handover

Uni que Session ldentifier: As defined in Section 8.4.

Connection Id: This field shall be mandatorily be included if the
reason i s 'Handover’

Delivery Node Identity (ECG in case of LTE and WFi AP Id or MAC
address in case of WFi). This field shall be mandatorily be
included if the reason is ’'Handover’.

Di scovery & Capability Exchange

Figure 5 shows the MAMS di scovery and capability exchange procedure
consisting of the follow ng key steps:
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CcCcM NCM
| |
Fo--o--- MX Di scovery Message ---------------------- >|
| o e a oo - +
| | Lear n CCM |
| | 1P address |
| | & port |
| o e e a o - +
| |
I MX System | NFO- - - - - |

| < e MX Capability ACK->|
I I

+ +

Figure 5. MAMS Control Procedure for Discovery & Capability Exchange
Step 1 (Discovery): CCM periodically sends out the MX Di scovery
Message to a pre-defined (NCM [P Address/port until MX System | NFO
nmessage i s received in acknow edgenent.

MX Di scovery Message includes the follow ng informtion:

o MAMS Version

MX System | NFO i ncl udes the follow ng information:

0o Nunber of Anchor Connecti ons

For each Anchor Connection, it includes the follow ng paraneters:
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Connection ID: Unique identifier for the Anchor Connection
Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MilteFire; 3:
LTE)

* NCM Endpoi nt Address (For Control Plane Messages over this
connecti on)

+ | P Address or FQDN (Fully Qualified Domain Name)
+ Port Nunber

Step 2 (Capability Exchange): On receiving MX System I nfo nessage CCM
| earns the | P Address and port to start the step 2 of the control

pl ane connection, and sends out the MX Capability REQ nessage,
including the foll ow ng Paraneters:

0 MX Feature Activation List: Indicates if the corresponding feature
is supported or not, e.g. lossless switching, fragnmentation,
concat enation, Uplink aggregation, Downlink aggregation,
Measur enment, probing, etc.

o Nunber of Anchor Connections (Core Networks)

For each Anchor Connection, it includes the follow ng paraneters:

* Connection ID
* Connection Type (e.g., 0: W-Fi; 1. 5GNR, 2: MilteFire; 3:
LTE)
0 Nunber of Delivery Connections (Access Links)

For each Delivery Connection, it includes the follow ng
par aneters:

Connection ID
Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MilteFire; 3:
LTE)

o MX Convergence Method Support Li st

Trail er-based MX Conver gence
MPTCP Pr oxy

GRE Aggregati on Proxy

o MX Adaptation Method Support List

* X F

UDP Tunnel w thout DTLS
UDP Tunnel wi th DTLS

| Psec Tunnel [RFC3948]
Cdient NAT

* F X F

In response, NCM creates a unique identity for the CCM session, and
sends out the MX Capability RSP nessage, including the follow ng
i nformation:
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0 MX Feature Activation List: Indicates if the corresponding feature
is enabled or not, e.g. lossless switching, fragnentation,
concat enati on, Uplink aggregation, Downlink aggregation,
Measur enment, probing, etc.

o Nunber of Anchor Connections (Core NetworKks)

For each Anchor Connection, it includes the follow ng paraneters:

* Connection ID
* Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MiulteFire; 3:
LTE)
0 Nunber of Delivery Connections (Access Links)

For each Delivery Connection, it includes the follow ng
paraneters:

Connection ID
Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: Milti-Fire; 3:
LTE)

o MX Convergence Method Support List

Trail er-based MX Conver gence
MPTCP Pr oxy

GRE Aggregati on Proxy

Adapt ati on Met hod Support Li st

(@)
;x—x—x-

UDP Tunnel w thout DTLS
UDP Tunnel with DTLS

| Psec Tunnel [RFC3948]
Client NAT

* X X X

Uni que Session ldentifier: Unique session identifier for the CCM
whi ch has setup the connection. |In case the session for the UE

al ready exists then the existing unique session identifier is sent
back.

0 NCMId: Unique ldentity of the NCMin the operator network
o0 Session Id: Unique identity assigned to the CCMinstance by this
NCM i nst ance.

In response to MX Capability RSP nessage, the CCM sends confirmation
(or reject) in the MX Capability ACK nmessage. MX Capability ACK
i ncludes the follow ng paraneters

0 Unique Session ldentifier: Sanme identifier as provided in MX
Capability RSP.

o0 Acknow edgenent: An indication if the client has accepted or
rejected the capability phase.
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MX ACCEPT: CCM Accepts the Capability set proposed by the NCM
* MX REJECT: CCM Rejects the Capability set proposed by the NCM

If MX REJECT is received by the NCM the current MAMS session will be
t erm nat ed.

If CCM can no | onger continue with the current capabilities, it

shoul d send an MX SESSI ON TERM NATE nessage to term nate the MANVS
session. In response, the NCM should send a MX SESSI ON TERM NATE ACK

to confirmthe term nati on.
8.5. User Plane Configuration

Figure 6 shows the user plane configuration procedure consisting of
the foll ow ng key steps:
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| | NCM prepares N+MADP for |

| | User Pl ane| Setup |

| o e e e e e e e e e e +
I MX UP Setup Config---|
|----- | MX UP Setup CONF+----------mmmmmmm e oo oo >|
o e e e + |
| Li nk "X" is up/down| |
oo - + |
| ----- MX Reconfiguration REQ (update/rel ease)------- >|
I e +MX Reconfiguration RSP+---|

Figure 6: MAMS Control Procedure for User Plane Configuration

Reconfiguration: when the client detects that the Iink is up/down or
the I P address changes (e.g. via APIs provided by the client OS5), CCM
sends out a MX Reconfiguration REQ Message to setup / rel ease /
updat e the connection, and the nessage SHOULD i nclude the foll ow ng

i nformation

0 Unique Session ldentifier: Identity of the CCMidentity at NCM
created by NCM during the capability exchange phase.
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0 Reconfiguration Action: indicate the reconfiguration action
(O:release; 1: setup; 2: update).
o Connection ID: identify the connection for reconfiguration

If (Reconfiguration Action is setup or update), then include the
foll ow ng paraneters

o | P address of the connection
o SSID (if Connection Type = WFi)

o MIU of the connection: MIU of the delivery path that is cal cul ated

at the UE for use by NCMto configure fragnentati on and
concat enati on procedures[|-D. zhu-intarea-mns-user-protocol] at
N- MADP

o Delivery Node ldentity: Identity of the node to which the client

is attached. ECA@ in case of LTE and WFi AP Id or MAC address in

case of WFi.

At the beginning of a connection setup, CCMinfornms the NCM of the
connection status using the MX Reconfiguration REQ nessage with
Reconfiguration Action type set to "setup”. NCM acknow edges the
connection setup status and exchanges paranmeters with the CCM for
user plane setup, described as foll ows.

User Pl ane Protocols Setup: Based on the negotiated capabilities, NCM

sets up the user plane (Adaptation Layer and Convergence Layer)
protocols at the N-MADP, and infornms the CCM of the user plane
protocols to setup at the client (CMADP) and the paraneters for
C-MADP to connect to N-MADP.

The MX UP Setup Config is used to create (rmultiple) MADP instances

wi th each Anchor Connection having one or nore Configurations, nanely

MX Configurations. It consists of the follow ng paraneters:
o Nunber of Anchor Connections (Core Networks)
For Each Anchor Connection, it includes the follow ng paraneters

Anchor Connection ID
Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MilteFire; 3:
LTE)

*  Nunber of Active MX Configurations (Included only if nore than
one MX configurations are active for the anchor connecti on)

For each active MX configuration, it includes the follow ng
par anet ers

+ MX Configuration ID (included if nore than one MX
Configuration is present
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+ MX Convergence Method, one of the foll ow ng

- Trailer-based MX Convergence
- MPTCP Proxy
- CGRE Aggregation Proxy

+ MX Convergence Met hod Paraneters

- Convergence Proxy | P Address
- Convergence Proxy Port
+ Nunber of Delivery Connections

For each Delivery Connection, include the follow ng:

- Delivery Connection ID

- Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MilteFire;
3: LTE)

- MX Adaptation Method, one of the follow ng

UDP Tunnel w thout DTLS

UDP Tunnel with DTLS

| PSec Tunnel

Cient NAT

Adapt ati on Met hod Paraneters

;OOOO

Tunnel Endpoint | P Address

Tunnel Endpoint Port

Shar ed Secr et

Header Optim zation (included only if MX Convergence
Method is Trail er-based MX Conver gence)

OO0o0oo

e.g. Wien LTE and W-Fi are the two user plane accesses, NCM conveys
to CCMthat |Psec needs to be setup as the MX Adaptation Layer over
the W-Fi Access, using the follow ng paranmeters - |Psec end-point IP
address, Pre-Shared Key. No Adaptation Layer is needed or Cient NAT
may be used over the LTE Access as it is considered secure with no
NAT.

Simlarly, as an exanple of the MX Convergence Method configuration
is to indicate the convergence protocol as MPTCP Proxy along with
paranmeters for connection to the MPTCP Proxy, nanely |IP Address and
Port of the MPTCP Proxy for TCP Applications.

Once the user plane protocols are configured, CCMinfornms the NCM of
the status via the MX UP Setup CNF nessage. The MX UP Setup CNF
consists of the follow ng paraneters:

o0 Unique Session ldentifier: Session identifier provided to the
client in MX Capability RSP
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0 MX Probe Paraneters (included if probing is supported):

UDP Port Nunber for receiving Probes
* MX Configuration ID (if MX Configuration IDis specified in M
UP Setup Config, indicate the MX Configuration that will be
used for Probing)
o Cient Adaptation Layer Paraneters:

Nunber of Delivery Connections
* For each Delivery Connection, include the follow ng:

+ Delivery Connection ID
+ UDP port nunber: |f UDP based adaptation is in use, the UDP
port at C MADP side

8.6. MAMS Path Quality Estimtion

Path quality estimati ons can be done either passively or actively.
Traffic nmeasurenents in the network coul d be perfornmed passively by
conparing the real-tinme data throughput of the device with the
capacity available in the network. In special deploynments where the
NCM has interfaces with access nodes, direct interfaces can be used
to gather path quality information. For exanple, the utilization of
a cell/eNB attached to a device could be used as an indicator for
path quality estimations wi thout creating an extra traffic overhead.
Active neasurenents by the device are an alternative for estimating
path quality.

.
.

| <-------mmmam-- + MX Path Estimation Configuration+--
| ----- + MX Path Estimation Results+-----------------

v

Figure 7. MAMS Control Plane Procedure for Path Quality Estimtion

NCM sends follow ng the configuration paraneters in the MX Path
Estimati on Configuration nessage to the CCM

o Connection ID (of Delivery Connection whose path quality needs to
be esti mat ed)

o Init Probe Test Duration (ns)

o Init Probe Test Rate (Mops)
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8.

7.

Init Probe Size (Bytes)

Init Probe Ack Required (0O -> No/1 -> Yes)
Active Probe Frequency (ns)

Active Probe Size (Bytes)

Active Probe Test Duration (ns)

Active Probe Ack Required (0 -> No/1l -> Yes)

©Oo0O0O0O0O0

CCM configures the C-MADP for probe reception based on these
paraneters and for collection of the statistics according to the
foll ow ng configuration.

0 Unique Session ldentifier: Session identifier provided to the
client in MX Capability RSP
o Init Probe Results Configuration

* Lost Probes (%
* Probe Receiving Rate (packets per second)
0 Active Probe Results Configuration

* Average Throughput in the |ast Probe Duration

The user plane probing is divided into two phases - Initialization
phase and Active phase.

o Initialization phase: A network path that is not included by
N-MADP for transm ssion of user data is deenmed to be in the
Initialization phase. The user data nay be transmtted over other
avai | abl e network pat hs.

0 Active phase: A network path that is included by N-MADP for
transm ssion of user data is deened to be in Active phase.

In Initialization phase, NCM configures NNMADP to send an MX Idl e
Probe REQ nessage. CCMcollects the Idle probe statistics from
C- MADP and sends the MX Path Estimation Results Message to NCM per
the Initialization Probe Results configuration.

In Active phase, NCM configures N-MADP to send an MX Active Probe REQ
message.. C-MADP cal culates the netrics as specified by the Active
Probe Results Configuration. CCMcollects the Active probe
statistics fromC MADP and sends the MX Path Estimation Results
Message to NCM per the Active Probe Results configuration

MAMS Traffic Steering
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CC™m NCM
|
o m e e e e e e e e e e e m +
| Steer user traffic to Path "X'|
o m e e e e e e e e e e e e e e o +
S MX Traffic Steering (TS) REQ -|
----- MX Traffic Steering (TS) RSP ------------->
Figure 8. MAMS Traffic Steering Procedure
NCM sends out a MX Traffic Steering (TS) REQ nessage to steer data
traffic. It is also possible to send data traffic over nultiple
connections sinultaneously, i.e. aggregation. The nessage includes

8.

Kanugovi, et al.

the foll ow ng information:

Connection I D of the Anchor Connecti on

MX Configuration ID (if MX Configuration IDis specified in MX UP

Setup Config)

Connection ID List of Delivery Connections for DL traffic
Connection 1D of Default UL Delivery Connection

For the nunmber of Specific UL traffic Tenplates, include the
fol |l ow ng

Traffic Tenplate for identifying the UL traffic
* Connection ID List of Delivery connections for UL traffic
identified by the traffic tenplate
MX Feature Activation List: each paraneter indicates if the
corresponding feature is enabled or not: |ossless swtching,
fragnentation, concatenation, Uplink aggregation, Downlink
aggregati on, Measurenent, probing

In response, CCM sends out a MX Traffic Steering (TS) RSP nessage
i ncluding the foll ow ng information:

0]

0]

8.

Uni que Session ldentifier: Session identifier provided to the
client in MX Capability RSP

MX Feature Activation List: each paraneter indicates if the
corresponding feature is enabled or not: |ossless swtching,
fragnentation, concatenation, Uplink aggregation, Downlink
aggregation, probing

MANVS Application MADP Associ ati on
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|

| | Associate MADP i nstance |
| | wth application flow |
|

R L LT E T T T —— MX App MADP ----------- >

R MX App MADP ----------- >
| Associ ati on( AMA) RSP

Figure 9: MAMS Application MADP Associ ati on Procedure

CCM sends out a MX App MADP Associ ati on(AVA) REQ nessage to request
associ ation of a specific Application flowwth a specific MADP
instance ID for the anchor connection with nultiple active M
configurations. MADP Instance IDis a tuple (Anchor Connection ID,
MX Configuration ID). This provides the capability for the client to
i ndi cate the user plane processing that needs to be associated with
di fferent application flows depending on their needs. The
application flowis identified by its associated traffic flow

tenpl ate.

The nmessage includes the follow ng information:
0 Nunber of Application Flows

For Each Application Flow, identified by the Traffic Fl ow
Tenpl ate(s),

Anchor Connection ID

MX Configuration ID (if nore than one MX Configurations are
associ ated with an Anchor Connecti on)

Traffic Tenplate for identifying the UL traffic

Traffic Tenplate for identifying the DL traffic

In response, NCM sends out a MX App MADP Associ ation (AVA) RSP
nmessage, including the follow ng informtion:

0 Nunber of Application Flows

For Each Application Flow, identified by the Traffic Fl ow
Tenpl ate(s),

* Status (Success or Failure)
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8. 9. MAMS Network I D Indication

CC™m NCM
| |
| Fo e e e e e es et es s e e +
| | NCM det erm nes preferred Networks]
| o e e e e e e e e e e e e e o +
| <----mee e MX SSID Indication------------ |

Figure 10: MAMS Network I D Indication Procedure

NCM i ndi cates the preferred network list to the CCMto guide client
on networks that it should connect to. To indicate preferred W-Fi
Net wor ks, the NCM sends the Iist of WLAN networks, represented by
SSI D/ BSSI Y HESSI D, avail able in the MX SSID I ndication.

8.10. MAMS dient Measurenent Configuration and Reporting

CC™m NCM
| |

| <ommmm e MX MEAS CONFI G- --------mnmo-- |

| I
o e e e e e e e e e e e e e m + |

| dient Ready to send neasurenents] |

T T T T T T e + |

| |

| ----- MX MEAS REPORT- - ------mmmmmmmmmmmeeee e >|

Figure 11: MAMS Cient Measurenment Configuration and Reporting
Procedure

NCM configures the CCMwith the different paranmeters (e.g. radio link
information), with the associated thresholds to be reported by the
client. The MX MEAS CONFI G nessage contains the follow ng
paranmeters. For each Delivery Connection, include the foll ow ng:

o Delivery Connection ID
o Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MiulteFire; 3: LTE)
o |If Connection Type is W-Fi

*  WLAN RSSI _THRESH. Hi gh and Low Threshol ds for sendi ng Average
RSSI of the W-Fi Link.
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o |If
*
*
*
*
*
*
*
*
o |If
*
Kanugovi ,

WLAN RSSI _PERI OD: Periodicity in ns for sending Average RSSI of
the W-Fi Link

WLAN LOAD THRESH: Hi gh and Low Threshol ds for sendi ng Loadi ng
of the WLAN system

WLAN LOAD PERIOD: Periodicity in ns for sending Loadi ng of the
WLAN system

UL_TPUT_THRESH. Hi gh and Low Threshol ds for sending Reverse

Li nk Throughput on the W-Fi I|ink.

UL _TPUT_PERI CD: Periodicity in ns for sending Reverse Link

Thr oughput on the W-Fi 1|ink.

DL _TPUT _THRESH. Hi gh and Low Threshol ds for sendi ng Forward

Li nk Throughput on the W-Fi |ink.

DL_TPUT_PERI OD: Periodicity in ns for sending Forward Link

Thr oughput on the W-Fi |ink.

EST UL _TPUT_THRESH Hi gh and Low Threshol ds for sendi ng Reverse
Li nk Throughput (Esti matedThroughput Qut bound as defined in
[EEE]) on the W-Fi |ink.

EST UL _TPUT _PERIOD: Periodicity in nms for sending Reverse Link
Thr oughput (Esti mat edThr oughput Qut bound as defined in [| EEE])
on the W-Fi 1|ink.

EST DL_TPUT_THRESH Hi gh and Low Threshol ds for sendi ng Forward
Li nk Throughput (EstimatedThroughput| nbound as defined in
[EEE]) on the W-Fi |ink.

EST DL_TPUT _PERI OD: Periodicity in nms for sending Forward Link
Thr oughput (Esti mat edThr oughput | nbound as defined in [I EEE]) on
the W-Fi |ink

Connection Type is LTE

LTE RSRP_THRESH. H gh and Low Threshol ds for sending RSRP of
Serving LTE |ink

LTE_RSRP_PERI OD: Periodicity in nms for sending RSRP of Serving
LTE Ii nk.

LTE RSRQ THRESH. Hi gh and Low Threshol ds for sendi ng RSRQ of
the serving LTE Iink.

LTE RSRQ PERI OD: Periodicity in nms for sending RSRP of Serving
LTE 1i nk.

UL_TPUT_THRESH. Hi gh and Low Threshol ds for sending Reverse

Li nk Throughput on the serving LTE |i nk.

UL _TPUT_PERI CD: Periodicity in ns for sending Reverse Link

Thr oughput on the serving LTE |i nk.

DL _TPUT _THRESH. Hi gh and Low Threshol ds for sendi ng Forward

Li nk Throughput on the serving LTE |ink.

DL_TPUT_PERI OD: Periodicity in ns for sending Forward Link

Thr oughput on the serving LTE |ink.

Connection Type is 5G NR

NR_RSRP_THRESH. Hi gh and Low Threshol ds for sendi ng RSRP of
Serving NR Iink
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NR_RSRP_PERI OD: Periodicity in ns for sending RSRP of Serving
NR | i nk.

NR_RSRQ THRESH: Hi gh and Low Threshol ds for sendi ng RSRQ of the
serving NR |ink.

NR_RSRQ PERI OD: Periodicity in ns for sending RSRP of Serving
NR | i nk.

UL_TPUT_THRESH. Hi gh and Low Threshol ds for sending Reverse
Li nk Throughput on the serving NR |ink.

UL _TPUT_PERI CD: Periodicity in ns for sending Reverse Link
Thr oughput on the serving NR |ink.

DL _TPUT _THRESH. Hi gh and Low Threshol ds for sendi ng Forward
Li nk Throughput on the serving NR |ink.

DL_TPUT_PERI OD: Periodicity in ns for sending Forward Link
Thr oughput on the serving NR |ink.

The MX MEAS REPORT nessage contains the follow ng paraneters

o Uni
cli

gue Session ldentifier: Session identifier provided to the
ent in MX Capability RSP

o For each Delivery Connection, include the follow ng:

Kanugovi ,

Del i very Connection ID

Connection Type (e.g., 0: W-Fi; 1. 5GNR 2: MilteFire; 3:
LTE)

Delivery Node Identity (ECG in case of LTE and WFi AP Id or
MAC address in case of WFi)

I f Connection Type is W-Fi

+ WL.LAN RSSI: Average RSSI of the W-Fi Link.

+ WLAN _LOAD: Loadi ng of the WLAN system

+ UL_TPUT: Reverse Link Throughput on the W-Fi I|ink.

+ DL_TPUT: Forward Link Throughput on the W-Fi I|ink.

+ EST_UL_TPUT: Estimated Reverse Link Throughput on the W-Fi
link (EstimatedThroughput Qut bound as defined in [|EEE]).

+ EST DL _TPUT: Estimted Forward Link Throughput on the W-Fi

[ink (EstimatedThroughputlnbound as defined in [| EEE]).
I f Connection Type is LTE

+ LTE _RSRP. RSRP of Serving LTE Iink.
+ LTE RSRQ RSRQ of the serving LTE link
+ UL_TPUT: Reverse Link Throughput on the serving LTE |ink.
+ DL_TPUT: Forward Link Throughput on the serving LTE Iink.
I f Connection Type is 5G NR
+ NR_RSRP: RSRP of Serving NR Iink.
+ NR_RSRQ RSRQ of the serving NR |link
+ UL_TPUT: Reverse Link Throughput on the serving NR |ink.
+ DL_TPUT: Forward Link Throughput on the serving NR |ink.
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8. 11. MAMS Session Term nati on Procedure

+----MX Session Term nate--------- >

e e e a - - +
Renpbve Resources
oo +

I
I
|
| <---MX Session Term nate Ack------- |
I
I
I
I

Figure 12: MAMS Session Term nation Procedure - Client Initiated

CC™Mm NCM

I I
| <---------- MX Session Term nate-------- |
I I
| |
| _ _ |

R MX Session Term nate Ack------- >
I I
| I
o e e e o - o e e e o - + |
Renove Resources | |
Fommmmen e Fommmmen e + |
|

Figure 13: MAMS Session Term nation Procedure - Network Initiated

At any point in MAMS functioning if CCMor NCMis unable to support

t he MAMS functions anynore, then either of themcan initiate a

term nati on procedure by sending MX Session Term nate to the peer,

t he peer shall acknow edge the ternmination by sending MX Sessi on
Term nate ACK nessage. After the session is disconnected the CCM
shall start a new procedure with MX D scover Message. MX Sessi on
Term nat e nessage shall contain Unique Session ldentifier and reason
for termnation in Request. Possible reasons for term nation can be:

o Normal Rel ease

o0 No Response from Peer
o Internal Error
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9.

Kanugovi, et al.

Generic MAMS Signaling Fl ow

o m e e e e e e e e e e e e e e e e e e e e e o e o +
| MAMS enabl ed Network of Networks |
| +----- + +----- + +----- + +-- - - - +
RS ] | | | |
I dient I | | Net wol | Netwo| | I I | |
| +----- + +----- + | | |rk 1 | [rk 2 + |[NCM | N- MADP|
| GMADP |[CCM | | | | (LTE)| | (WFi) | | | |
| +----- + 4----- + | | +----- + e + e + E |
B TS + o m m e e e e e e e e e e e e e e e e eaaaon +
| I I I I I
| I I I I
| | 1. SETUP CONNECTI ON| | | |
| <o R >| | | |
| I + + I I
| | | 2. MAMS Capabilities Exchange | |
| | <o e oo > |
| | I I I I
| + I I I I
| | 3. SETUP CONNECTI ON | | |
I e e >| |
| 4c. Config| 4a. NEGOTI ATE NETWORK PATHS, FLOW | 4b. Confi g|
| C MADP | PROTOCOL AND PARAMETERS | | N- MADP |
| | <----- D R R I Sl <-------- >
| + + | I
| | | 5. ESTABLI SH USER PLANE PATH ACCORDI NG TO |
| | | SELECTED FLOW PROTOCOL | | |
| I S oo - >|
| | | | | |
+ + + + + + +
Figure 14: MAMS call flow
Figure 14 illustrates the MAMS signaling nmechani smfor negotiation of

network paths and fl ow protocols between the client and the network.
In this exanple scenario, the client is connected to two networks
(say LTE and WFi).

1

2.

UE connects to network 1 and gets an | P address assigned by
network 1.

CCM conmmuni cates with NCM functional element via the network 1
connecti on and exchanges capabilities and paranmeters for MAMS
operation. Note: The NCM credentials (e.g. NCMIP Address) can
be made known to the UE by pre-provisioning.
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10.

3. dient sets up connection with network 2 and gets an | P address
assi gned by network 2.

4. CCM and NCM negotiate capabilities and parameters for
establ i shment of network paths, which are then used to configure
user plane functions N-MADP at the network and C MADP at the
client.

4a. CCM and NCM negoti ate network paths, flow routing and
aggregation protocols, and rel ated paraneters.

4b. NCM conmmuni cates with the N-MADP to exchange and configure
fl ow aggregati on protocols, policies and paraneters in alignnment
with those negotiated with the CCM

4c. CCM comunicates with the CMADP to exchange and configure
fl ow aggregation protocols, policies and paraneters in alignnent
Wi th those negotiated with the NCM

5. C MADP and N-MADP establish the user plane paths, e.g. using |IKE
[ RFC7296] signaling, based on the negotiated fl ow aggregation
protocol s and paraneters specified by NCM

CCM and NCM can further exchange nessages contai ning access |ink
measurenents for |ink maintenance by the NCM NCM eval uates the |ink
conditions in the UL and DL across LTE and WFi, based on |ink
nmeasurenents reported by CCM and/or |ink probing techni ques and
determ nes the UL and DL user data distribution policy. NCMand CCM
al so negotiate application | evel policies for categorizing
applications, e.g. based on DSCP, Destination |IP address, and
determ ni ng which of the avail abl e network paths, needs to be used
for transporting data of that category of applications. NCM
configures N-MADP, and CCM configures C-MADP, based on the negoti at ed
application policies. CCMnay apply local application policies, in
addition to the application policy conveyed by the NCM

Applying MAMS Control Procedures with MPTCP Proxy as User Pl ane

If NCM determines that NFNMADP is to be instantiated with MPTCP as the
MX Conver gence Protocol, it exchanges the MPTCP capability support in
di scovery and capability exchange procedures. NCM then exchanges the
credentials of the N-MADP instance, setup as MPTCP Proxy, along with
rel ated paraneters to the CCM CCM configures C-MADP with these
paraneters to connect wth the N-MADP, MPTCP proxy (e.qg.

[1-D. wei-nptcp-proxy-mechani snl, [I|-D.boucadair-nptcp-plain-node])

i nstance, on the avail able network path (Access).
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Figure 15 shows the call flow describing MAMS control procedures
applied to configure user plane and dynam c optimal path selection in
a scenario with MPTCP Proxy as the convergence protocol in the user

pl ane.

S - +  Hememe--a- +  Hememe--a- +  Hememe--a- +  Hmmeme--a- +  H------ +
I | I I | | | I
| CCM | | C MADP | | W-Fi NW | LTE NN W | | NC™M | | N- MADP|
R + S + S + S + R + R +
i +
| 1. LTE Session Setup and | P Add. Allocation |
------------------------------------------- Y T

| 2. MAMS Di scovery Message (MAMS Version) | |

oo o e e e ioeoaaooo- S >

| 3. MX SYSTEM I NFO (Serving NCM | P/ Port Address) |

| | |
| 4. MX CAPABI LI TY REQ(Supported Anchor/Delivery Links ( W-Fi, LTE)

o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e +- >
| 5. MX CAPABI LI TY RSP(Conver gence/ Adapt ati on Paraneters) |
e m e e e e e e e e e e e e e e e e e e e e e e e e m o e - +
| 6. MX CAPABI LI TY ACK( ACCEPT) | |
R R o m e e e e e e >

D +
| 8. MX MEAS REPORT ( LTE RSRP, UL/DL TPUT ) |
e e e e e e e e e e e eemaaa oo >
|9. MAMS SSID I ND(List of SSIDs) | |
oo oo g +

o >
| 11. MX RECONFONFI GURATI ON RSP | |

Qe mmmmmc-mceceececiciecacacseacsc-saesaaana- SRR +

| 12. MX UP SETUP REQ (MPTCP Proxy | P/ Port, Aggregation) |

Qmm e s emMmceacaiiaiooaaoas S S U +

| 13. MX UP SETUP RSP | | |

o e - o e - o e - o e - > +

| | 14. MPTCP Connection with designated MPTCP Proxy over LTE
| Fommm e e, Fommm e e, Fommm e e, Fommm e e, >

| | | | | |

+ + + + + +

Figure 15: MAMS-assisted MPTCP Proxy as User Plane - Initial Setup
with LTE | eg
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Foll owing are the salient steps described in the call flow The
client connects to the LTE network and obtains an | P address (assune
LTE is the first connection), and initiates the NCM di scovery
procedures and exchange capabilities, including the support for MPTCP
as the convergence protocol at both the network and the client.

The CCMinfornms the LTE connection paraneters to the NCM NCM

provi des the paraneters |ike MPTCP Proxy | P address/Port for
configuring the convergence layer. This is useful if NNMADP is
reachable via different I P address or/and port, fromdifferent access
networks. The current MPTCP signaling can't identify or
differentiate the MPTCP proxy |IP address and port anong nultiple
access networks. Since LTE is the only connection, the user plane
traffic fl ows over the single TCP subflow over the LTE connecti on.
Optionally, NCM can provi de assistance to the device on the

nei ghboring/ preferred W-Fi networks that it can associate wth.
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S + e oo - + e oo - + e oo - + e oo - + S
I I I I I I I I I I I

| CCM | | C MADP | |W-Fi NW | LTE NN W | | NC™M | | N- MADP|
O + oo - + oo - + oo - + oo - + -
o o o o o o o o e o e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e e -

| Traffic over LTE in UL and DL over MPTCP Connecti on

o o o e e o o o e o o e e e o e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e =
o o o e o o o o e o o o e e o e e o e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e mea ==
| W -Fi Connection Establishnent and | P Address All ocation
i +- -+
| 15. MX RECONFI GURATI ON REQ (W-Fi |P) | | |
o e e e e e et et cctcctccsccsccscmasessesmesmesmeae > |
| 16. MX RECONFONFI GURATI ON RSP | | |
o m e e e e e e e e e e e e e e e e e e e e e e e e — S + |
| 17. MX UP SETUP REQ (MPTCP Proxy | P/ Port, Aggregation) | |
Lo m e e e e e e e e e e e m o e o e + |
| 18. MX UP SETUP RSP | | | |
Fommm e Fommm e Fommm e Fommm e > |
| | 19. 1 Psec Tunnel Establishment over W.AN path |

o m e e e e e e e e e e e e e e e e e e e e e e e e — [------------- >
| 20. MX MEAS REPORT (WLAN RSSI, LTE RSRP. UL/DL TPUT) |[+4------------- +
A A A A >+\Wait for
| | | | | +good reports |
| | | | R +
| 21. MX TRAFFI C STEERI NG REQ (UL/ DL Access, TFTs) I +
A L R LT + | All ow Use of |
| 22. MX TRAFFI C STEERING RSP (...) | | |W-Fi [link
o e o e o e e e e e e e e e e e m > e e e e - ++

| ] Aggregated W-Fi and LTE capacity for UL and DL | ]

Figure 16: MAMS-assisted MPTCP Proxy as User Plane - Add W-Fi |eg

Figure 16 describes the steps, when the client establishes a W-Fi
connection. CCMinfornms the NCM of the W-Fi connection along with
paraneters like the W-Fi |IP address, SSID. NCM determ nes that the
W -Fi connection needs to be secured and configures the Adaptation
Layer to be I Psec and provides the required paraneters to the CCM
In addition, NCM provides the information to configure the
convergence |l ayer, (e.g. WMPTCP Proxy |P Address), and provides the
Traffic Steering Request to indicate that client should use only the
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LTE access. NCM may do this, for exanple, on determ nation fromthe

measurenents that the W-Fi |link is not consistently good enough. As
the W-Fi |ink conditions inprove, NCM sends a Traffic Steering
Request to use W-Fi access as well. This triggers the client to

establish the TCP subfl ow over the W-Fi link with the MPTCP proxy

S +  Ae---o--- +  Ae---o--- +  Ae---o--- + oo + Ao +
I | | | | | I
| CCM | | C+MADP | | W+Fi NW | LTE NV W | | NC™M | | N+MADP
S +  Hmmeme--a- +  Hmmeme--a- +  Hmmeme--a- +  Hmmeme--a- + Ao +
T T T I N S +
| Traffic over LTE and W Fi in UL And DL over MPTCP |
S S S S S +---+
| | |
| 23. MX MEAS REPORT (WLAN RSSI, LTE RSRP ,UL/DL TPUT) |+----------- +---+
S S S S >|| Reports of bad
| | | | |+ W-Fi UL tput|
| + + + IR +
| 24. MX TRAFFI C STEERI NG REQ (UL/ DL Access, TFTs) | +----memee - +
R e oo i + | Disall ow use]|
| 25. MX TRAFFI C STEERING RSP (...) | | |of W-Fi UL |
[------------- Fommm e e, Fom e e e e e e e, I e +- -+
| | | | | |
S SRS S RS S RS S RS S +-+
| UL data to use TCP subflow over LTE Iink only, |
| Aggregated W-Fi +LTE capacity for DL |
s TS o e o e o e o e ++
| | | | |
+ + + + + +

Figure 17: MAMS-assisted MPTCP Proxy as User Plane - W-Fi UL
degr ades

Figure 17 describes the steps, when the client reports that W-Fi
link conditions degrade in UL. MAMS control plane is used to
continuously nonitor the access link conditions on W-Fi and LTE
connections. The NCM nmay at some point determ ne increase in UL
traffic on W-Fi, and trigger the client to only LTE in the UL via
Traffic Steering Request to inprove UL perfornmance.
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S + e oo - + e oo - + e oo - + e oo - + S +
I I I I I I I I I I
| CCM | | C+MADP | | W+Fi NW | LTE NN W | | NC™M | | N+MADP|
O + oo - + oo - + oo - + oo - + - +
o +

| UL data to use TCP subflow over LTE Iink only,
| Aggregated W +Fi +LTE capacity for DL

I | | | I I
+ + + |
| 23. MX MEAS REPORT (WLAN RSSI, LTE RSRP, UL/DL TPUT) +------------ +---+
R LT R LT R LT S >|| Reports of bad+
| | | | || W+Fi UL/DL tput
| + + + o e e +
| 24. MX TRAFFI C STEERI NG REQ (UL/ DL Access, TFTs) | +------------- +
R e A + | Disall ow use|
| 25. MX TRAFFI C STEERING RSP (...) | | | of W +Fi
RN PR S+ mcmcecmacaaa- +
| | Del ete TCP subflow from MPTCP conn. over W-Fi [|ink |
| < m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m >|
o m s e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — +
|| Traffic over LTE link only for DL and UL | | |
[| (until dient reports better W-Fi [|ink conditions) | | ]
e T N N N N T N T N NS +
| | | | | |
+ + + + + +

Figure 18: MAMS- assisted MPTCP Proxy as User Plane - Part 4

Figure 18 describes the steps, when the client reports that W-Fi
link conditions degrade in both UL and DL. As the W-Fi link
conditions deteriorate further, the NCM nay deternmine to send Traffic
St eering Request guiding the client to stop using W-Fi, and to use
only LTE access in both UL and DL. This condition nmay be nai ntai ned
until NCM det erm nes, based on reported neasurenents that W-Fi |ink
has becone usabl e.

11. Applying MAMS Control Procedures for Network Assisted Traffic
Steering when there is no convergence | ayer

Figure 19 shows the call flow describing MAMS control procedures
applied for dynam c optinmal path selection in a scenario convergence
and Adaptation |layer protocols are not omtted. This scenario

i ndicates the applicability of a MAMS Control Pl ane only sol ution.

In the capability exchange nessages, NCM and CCM negoti ate t hat
Convergence and Adaptation |ayer protocols are not needed (or
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supported). CCMinfornms the NCM of the availability of the LTE and
W-Fi links. NCMdeterm nes the access links, W-Fi or LTE to be
used dynamically based on the reported link quality measurenents.

S R + T + T + T + S + S R
I | | | | I
| CCM | | C+MADP | | W+Fi NW | LTE NN W/| | NC™M | | N+MADP|
R + S + S + S + R + R
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm o mm o mm - =
| 1. LTE Session Setup and | P Add. Allocation
o e e e e e e e e e e e e e e e e e e e e e e e e e amaao s R Fom e +- +
| 2. MAMS Di scovery Message (MAMS Version) | | |
o m e e e e e e e e e e e e e e e e e e e e m R >| |
| 3. MX SYSTEM I NFO (Serving NCM | P/ Port Address) | |
Cemmm e e e e o e o e o e + |
| + + + + |
| 4. MX CAPABI LI TY REQ Supported Anchor/Delivery Links ( W-Fi, LTE) |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m - >| |
| 5. MX CAPABI LI TY RSP(No Conver gence/ Adpat ati on paraneters) |
R e R + |
| 6. MX CAPABI LI TY ACK(ACCEPT) | | |
Fommm e e, Fommm e e, Fom e e e e e e e, >| |
| + + + + |
| 7. MX MEAS CONFI G (WLAN/ LTE Measurenent Threshol ds/ Peri od) |
| S | |
| 8. MX MEAS REPORT ( LTE RSRP, UL/DL TPUT ) | |
DR e R EEEEEE R R > |
| 9. MAMS SSI D I ND(List of SSIDs) | | |
| | |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e mm - ++
| 10. W|Fi connection setup and I P Address all ocation |
N R o e - o e - o e - o e - ++
| * * ] | |
| 10. MX RECONFI GURATI ON REQ (LTE IP, W-Fi 1P) | |
Fo e e e eecctcc ettt s e s e s e e Fommmmen e e >| |
| 11. MX RECONFONFI GURATI ON RSP | | |
o +| |
o m s e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — ++
| Initial Condition, Data over LTE link only, WLAN link is poor |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m oo I ++
| 12. MX MEAS REPORT (W.AN RSSI, LTE RSRP, UL/ DL TPUT) | 4------mmmm - - +
R e >| | W-Fi Link |
| | | | | | condi tions |
| | | | | | reported good|
| | | | Y
| 13. MX TRAFFI C STEERI NG REQ (UL/ DL Access, TFTs) | 4------mmae - -
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| <=---mmmmeea e N L e N L R L || Steer traffic

| 14. MX TRAFFI C STEERING RSP (...) | ||to use W-Fi

| <--------e-e-- Fome - - Fome - - e [ |11 nk

| | | | e
o ++
| Use W-Fi link for Data |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ma Fom e ++

| | | |

+ + + + + +

Figure 19: MAMS Wth No Convergence Layer
12. Co-existence of MX Adaptation and MX Convergence Layers

MAMS user plane supports multiple instances and conbi nati ons of
protocols to be used at the MX Adaptati on and the Convergence | ayer.

For exanpl e, one instance of the MX Convergence Layer can be MPTCP
Proxy and anot her instance can be Trailer based. The MX Adaptation
for each can be either UDP tunnel or IPsec. |PSec may be set up when
network path needs to be secured, e.g. to protect the TCP subfl ow
traversing the network path between the client and MPTCP proxy.

Each of the instances of MAMS user plane, i.e. conbination of M
Convergence and MX Adaptation | ayer protocols, can coexi st
si mul t aneously and i ndependently handle different traffic types.

13. Security Considerations
13.1. MAMS Control plane security

The NCM functional elenment is hosted on a network node which is
assuned to be within a secure network, e.g. within the operator’s
network, and is assunmed to be protected against hijack attacks.

For depl oynent scenarios, where the client is configured (e.g. by the
network operator) to use a specific network path for exchangi ng
control plane nessages and if the network path is assuned to be
secure, MAMS control nessages will rely on security provided by the
under | yi ng net worKk.

For depl oynent scenari os where the security of the network path
cannot be assuned, NCM and CCM i npl enentati ons MJST support the "wss"
URI schenme [ RFC6455] and Transport Layer Security (TLS) [RFC5246] to
secure control plane nessage exchange between the NCM and CCM
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13.

14.

15.

For depl oynent scenarios where client authentication is desired, the
WebSocket server can use any client authentication nmechani sns
avai l able to a generic HITP server, such as cookies, HTTP

aut henti cation, or TLS authentication.

2. MAMS User plane security

User data in MAMS framework relies on the security of the underlying
network transport paths. Wen this cannot be assumed, NCM confi gures
use of protocols, |ike |IPsec [ RFC4301] [RFC3948] in the MX Adaptation
Layer, for security.

| mpl enent ati on consi derati ons

MAMS buil ds on commonly avail abl e functions avail able on term nal
devi ces that can be delivered as a software update over the popul ar
end- user device operating systens, enabling rapid deploynent and
addressing the | arge depl oyed devi ce base.

Applicability to Multi Access Edge Conputing

Mul ti Access Edge Conputing (MEC), earlier known as Mobile edge
conputing, is an access-edge cloud platform being standardi zed at
ETSI, whose initial focus was to inprove quality of experience by

| everaging intelligence at cellular (e.g. 3GPP technol ogies |ike LTE)
access edge, and the scope is now being extended to support access

t echnol ogi es beyond 3GPP. This applicability of the franmework
described in this docunent to the MEC pl atform has been eval uated and
tested in different network configurations.

The NCMis hosted on the MEC cl oud server that is |ocated in the user
pl ane path at the edge of multi-technol ogy access networks. The NCM
and CCM negoti ate the network path conbi nati ons based on application
needs and the necessary user plane protocols to be used across the
multiple paths. The network conditions reported by the CCMto the
NCM i s conpl enented by Radi o Anal ytics application[ ETSIRNI S] residing
at the MEC to configure the uplink and downlink access paths
according to changi ng radi o and congestion conditions.

The user plane functional elenment, N-MADP, can either be coll ocated
with the NCM at the MEC cl oud server (e.g. MEC hosted applications),
or placed at a separate network elenent |ike a common user plane
gateway across the nultiple networks.

Al so, even in scenarios where N-MADP i s not depl oyed, NCM can be used
to augnent the traffic steering decisions at the device.
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16.

17.

18.

19.

19.

19.

The ai m of these enhancenents is to inprove the end-user’s quality of
experience by |everaging the best network path based on application
needs and network conditions, and building on the advantages of
significantly reduced | atency and the dynam c and real -ti me exposure
of radio network information avail able at the MEC
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Appendi x A. MAMS Control Plane Optim zation over Secure Connections
If the connection between CCM and NCM over which the MAMS contro
pl ane nmessages are transported is assuned to be secure, UDP is used

as the transport for managenent & control nessages between NCM and
UCM (see Figure 20).

| Mul ti-Access (MX) Control Message |

Fi gure 20: UDP-based MAMS Control plane Protocol Stack
Aut hors’ Addresses

Sati sh Kanugovi
Noki a

Email : satish. k@oki a. com

Fl ori n Baboescu

Br oadcom

Email: florin. baboescu@roadcom com
Jing Zhu

I nt el

Email: jing.z.zhu@ntel.com

Jul ius Muel |l er
AT&T

Emai | : jml69k@att. com
SungHoon Seo
Korea Tel ecom

Email : sh. seo@t.com

Kanugovi, et al. Expi res October 13, 2018 [ Page 46]



