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1. I nt roducti on

2016

OCOOUITRDRWWWN

NFV " Poi nt of Presence"” (PoP) will be Iikely constrained in conpute
storage capacity. Since practically all NFV PoPs are foreseen to
be distributed, inter-datacenter network capacity is also a

and

constraint. Additionally, energy is also a constraint, both as a

general concern for NFV operators, and in particular for specific-
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pur pose NFV PoPs such as those in nobile base stations. This draft
focuses on the optim zed resource nmanagenent and wor Kkl oad
di stribution based on policy to address such contraints.

1.1. Scope

For the first version of the draft, only the research group currently
adopted drafts (i.e., [I-D.norival-nfvrg-nfv-policy-arch],
[I-D.irtf-nfvrg-resource-mnagenent-servi ce-chain], and
[1-D.unify-nfvrg-recursive-progranm ng]) are considered as inputs to
this docunent. The initial goal is to sunmari ze these inputs and to
assess gaps and open questions.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

3. Definitions
Thi s docunment uses the terms of [ETSI-NFV-TERM :

o MANO - Managenent and Orchestration: Describes the architecture
framewor k to manage NFVI and orchestrate the allocation of
resources needed by the NSs and VNFs.

o0 NF - Network Functions: A functional building block within a
network i nfrastructure, which has well -defined external interfaces
and a wel | -defined functi onal behavi or.

o NFV Framework: The totality of all entities, reference points,
i nformati on nodel s and ot her constructs defined by the
speci fications published by the ETSI |SG NFV.

0 NFVI - NFV Infrastructure: The NFV-Infrastructure is the totality
of all hardware and software conponents which build up the
envi ronnment in which VNFs are depl oyed.

o0 NFVI-PoP: A location or point of presence that hosts NFV
infrastructure

0 NFVO - Network Function Virtualization O chestrator: The NFV
Orchestrator is in charge of the network w de orchestrati on and
managenent of NFV (infrastructure and software) resources, and
real i zing NFV service topol ogy on the NFVI.

Szabo, et al. Expires May 3, 2017 [ Page 3]
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0 NS - Network service: A conposition of network functions and
defined by its functional and behavi oural specification.
o VNF - Virtualized Network Function: An inplenentation of an NF
that can be deployed on a Network Function Virtualization

Infrastructure (NFVI).

0 VNF-FG - VNF Forwarding G aph: A NF forwarding graph where at
| east one node is a VNF.

Additionally, we use the follow ng terns:

0 NFP - Network Forwardi ng Path: The sequence of hardware/software
swi tching ports and operations in the NFV network infrastructure
as configured by managenent and orchestration that inplenents a
| ogi cal VNF forwarding graph "link" connecting VNF "node" | ogical
i nterfaces.

o Virtual Link: A set of connection points along with the
connectivity relationship between them and any associ ated t ar get
performance netrics (e.g. bandwi dth, latency, QS). The Virtua
Li nk can interconnect two or nore entities (VNF conponents, VNFs,
or PNFs).

o Scaling: Ability to dynami cally extend/reduce resources granted to
the Virtual Network function (VNF) as needed.

o NFVIaaS: NFV infrastructure as a service to other SP custoners.
o SDN: Software Defined Networking.
0o BSS: Business Support Systens
o GOSS. (Qperation Support Systens
o DC: Data Center
o VM Virtual nmachine
4. Requirenents
t bd

5. Architecture Considerations
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5. 1.

MANO Architecture

According to the ETSI MANO franmework [ ETSI-NFV-MANO, an NFVO i s

spl

0]

it into two functions (see Figure 1):

The orchestration of NFVI resources across nultiple VI M,
fulfilling the Resource Orchestration functions. The NFVO uses

t he Resource Orchestration functionality to provide services that
support accessing NFVI resources in an abstracted nmanner

i ndependently of any VIMs, as well as governance of VNF instances
sharing resources of the NFVI infrastructure

The lifecycle managenent of Network Services, fulfilling the
network Service Orchestration functions.

Simlarly, a VIMis split into two functions (see Figure 1):

0]

Szabo,

Orchestrating the allocation/upgrade/rel ease/ recl amati on of NFVI
resources (including the optim zation of such resources usage),
and

managi ng the association of the virtualised resources to the
physi cal conpute, storage, networKking resources.
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Figure 1: Functional deconposition of the NFVO and the VIM according

to the ETSI MANO

In Figure 2 we show various policies mapped to the MANO architecture
(see Section 5.2 for nore dicussions on policies in the MANO
architeture):

o Tenant Policies: Tenant policies exist whenever a donain offers a
virtualization service to nore than one consuner. User tenants
may exists at the northbound of the NFVO. Additionally, if a VIM
exposes resource services to nore than one NFVO, then each NFVO
may appear as a tenant (virtualization consuner) at the northbound
of the VIM

Szabo, et al. Expires May 3, 2017 [ Page 6]
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o Werever virtualization services are produced or consuned

Szabo,

correspondi ng export and inport policies may exist. Export
policies govern the details of resources, capabilities, costs,

etc. exposed to consuners. In turn, consuners (tenants) apply
inport policies to filter, tweak, annotate resources and services
received fromtheir southbound domains. An entity nmay at the sane
time consune and produce virtualization services hence apply both
i nport and export policies.

Operational policies support the business logic realized by the
domain’s ownership. They are often associated with Qperations or
Busi ness Support Systenms (OSS or BSS) and frequently determ ne
operational objectives |ike energy optim zation, utilization
targets, offered services, charging nodels, etc. Operational
policies may be split according to different control plane |ayers,
for exanple, i) lifecycle and ii) resource nanagenent | ayers

wi thin the NFVO

et al. Expires May 3, 2017 [ Page 7]
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Figure 2: Policies within the MANO franmewor k

5. 2.
The current

f ocused on i ndi vi dual
cases or environnments.

net wor k subsystem policy for

Policies in the MANO Architecture

industry work in the area of policy for
considered in the framework of general

For exanpl e,

network virtualizati on,

NFV is nostly

cl oud servi ces,
subsystens and addressing very specific use

[ ETSI - NFV- WHI TE- PAPER] addr esses
[ ODL- GB- POLI CY]

and typically

and [ ODL- NI G- PRQJECT] are open source projects in the area of network

Szabo, et al.
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policy as part of the OpenDaylight [ODL-SDN- CONTROLLER] software
defined networking (SDN) controller framework, [RFC3060] specifies an
i nformati on nodel for network policy, [VM HOSTI NG NET- CLUSTER]
focuses on placenment and migration policies for distributed virtual
conputi ng, [ OPENSTACK- CONGRESS] is an open source project proposal in
OpenSt ack [ OPENSTACK] to address policy for general cloud

envi ronnent s.

A policy framework applicable to the MANO architure nust consider NFV
services fromthe perspective of overall orchestration requirenents
for services involving nultiple subsystens (e.g., Figure 1 and

Fi gure 2).

Wil e this docunent discusses policy atributes as applicable to the
MANO architecture, the general topic of policy has already been

i ntensively studi ed and docunented on nunerous publications over the
past 10 to 15 years (see [ RFC3060], [PCLICY- FRAMEWORK-WE , [ RFC3670],
[ RFC3198], and [CERI - DATALOG to nanme a few). This docunent’s
purpose is to discuss and docunent a policy framework applicable to
the MANO architecture using known policy concepts and theories to
address the unique requirenments of NFV services including nultiple
PoPs and networks form ng hierarchical domain architectures

[ SDN- MULTI - DOVAI N .

Wth the above goals, this docunent anal yses "gl obal versus |ocal
policies" (Section 5.3), a "hierarchical policy franmework"
(Section 5.4) to address the demandi ng and grow ng requirenents of
NFV environnents, a "policy pub/sub bus in the hierarchical
framewor k" (Section 5.5), "policy intent versus subsystem acti ons"
(Section 5.6), "static versus dynam c versus autonom c policies"
(Section 5.7), "policy conflict detection and resol ution”

(Section 5.8), and "soft versus hard policy constraints"

(Section 5.9), which can be relevant to resource nmanagenent in
servi ce chai ns [ RESOURCE- MaGMI- SERVI CE- CHAI N] .

5.3. dobal vs Local Policies

Sonme policies nmay be subsystem specific in scope, while others may
have broader scope and interact with multiple subsystens. For
exanpl e, a policy constraining certain customer types (or specific
custoners) to only use certain server types for VNF or Virtual
Machi ne (VM depl oyment would be within the scope of the conpute
subsystem A policy dictating that a given custoner type (or

speci fic customers) nust be given "platinumtreatnent” could have
different inplications on different subsystenms. As shown in

Figure 8, that "platinumtreatment” could be translated to servers of
a given performance specification in a conpute subsystem and storage
of a given performance specification in a storage subsystem

Szabo, et al. Expires May 3, 2017 [ Page 9]
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Policies with broader scope, or global policies, would be defined
out si de affected subsystens and enforced by a gl obal policy engine
(Figure 3), while subsystem specific policies or |ocal policies,
woul d be defined and enforced at the |ocal policy engines of the
respecti ve subsystens.

Exanpl es of sub-system policies can include thresholds for
utilization of sub-systemresources, affinity/anti-affinity
constraints with regard to utilization or mappi ng of sub-system
resources for specific tasks, network services, or workloads, or
nmoni toring constraints regarding under-utilization or over-
utilization of sub-system resources.

o o o m o e e e oo +
| o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - + |
| d obal Policy Engine |
| T g + |
| |
| o m e e e e e e e e e e e e e e e e e e e e e e e e e o - + |
| A obal Policies |
| o m e e e e e e e e e e e e e e e e e e e e e e e e e e e o - + |
ot m et o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mememeao s +

N N N N

I I I |

\% \% \% \%
S S S S S S S S S S +
| Conmput e | Net wor k | St orage | What ever
| Subsyst em | Subsyst em | Subsyst em | Subsyst em

I I I I
I I I I
I I I I
| Local Policy | |Local Policy | |Local Policy | |Local Policy |
| Engi ne | | Engi ne | | Engi ne | | Engi ne |
I I I I
I I I I
I I I I
I I I I
I I I I

I I I I

| Local | Local | Local | Local

| Poli ci es: | Policies | Policies | Policies

| PO, P1, | PO, P1, | PO, P1, | PO, P1,

| | | |

S S S SRR S S SRR S S SRR +

Figure 3. d obal versus Local Policy Engines
5.4. Hierarchical Policy Franmework
So far, we have referenced conpute, network, and storage as
subsystens exanples. However, the foll ow ng subsystens may al so
support policy engi nes and subsystem specific policies:

o SDN Controllers, e.g., OpenDaylight [ODL-SDN CONTROLLER].

Szabo, et al. Expires May 3, 2017 [ Page 10]
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0 OpenStack [ OPENSTACK] conponents such as, Neutron, C nder, Nova,
and etc.
o Directories, e.g., LDAP, ActiveDi rectory, and etc.

o Applications in general, e.g., standal one or on top of
OpenDayl i ght or OpenSt ack.

o Physical and virtual network elenments, e.g., routers, firewalls,
application delivery controllers (ADCs), and etc.

o0 Energy subsystens, e.g., OQpenStack Neat [ OPENSTACK- NEAT].
Therefore, a policy framework may involve a nmultitude of subsystens.

Subsystens may i nclude other |ower |evel subsystens, e.g., Neutron
[ OPENSTACK- NEUTRON] woul d be a | ower |evel subsystemin the OpenStack

subsystem In other words, the policy framework is hierarchical in
nature, where the policy engine of a subsystem may be viewed as a
hi gher | evel policy engine by |ower |evel subsystens. |In fact, the

gl obal policy engine in Figure 3 could be the policy engine of a Data
Center subsystemand nultiple Data Center subsystens coul d be grouped
in a region containing a region global policy engine. In addition,
one coul d define regions inside regions, hierarchically, as shown in
Fi gure 4.

Metro and w de-area network (WAN) used to interconnect data centers
woul d al so be i ndependent subsystens with their own policy engines.

Szabo, et al. Expires May 3, 2017 [ Page 11]
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To hi gher |evel domain
N
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Donai n \Y
o e e + o e e +
| +-------eea - + | | +-------eea - + |
| |Region 1 dobal| |<------ > | WAN 1 d obal | |
| |Policy Engine | | | |Policy Engine | |
| +----memee - - + | | +----memee - - + |
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| | What ever | | | | What ever | |
| | Subsystens | | | | Subsystens | |
I | | I | |
| | Local Policy | | | | Local Policy | |
| | Engi nes | | | | Engi nes | |
| +-------eae - - + | | +-------eae - - + |
o e ee e e + o e ee e e +

N N

I I

| Fom o e e e e aooooo- +

I I
DC 1 Domai n V DC N Domai n V
o eee e + o eee e +
I + | I + |
| |DC 1 G obal | | | |DC N @G obal | |
| |Policy Engine | | | |Policy Engine | |
| +---mmmm - - + | | +---mmmm - - + |
I I I I
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| | What ever | | | | What ever | |
| | Subsystens | | | | Subsystens | |
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| | Engi nes | ] | | Engi nes | ]
| +-------eea - + | | +-------eea - + |
o ee e e + o ee e e +

Figure 4. A Hierarchical Policy Franmework
5.4.1. Mapping to H erarchical Resource O chestration
If the MANO framework is extended to nulti |ayer hierarchies
[1-D. unify-nfvrg-recursive-progranmng], then a potential mapping of

the hierarchical policies to the MANO architecture is shown in
Figure 5
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5.5. Policy Pub/Sub Bus
In [I-D.irtf-nfvrg-nfv-pol
policy |evel.
be required as shown in Fi
Szabo, et al.
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Figure 6: A Policy Pub/Sub Bus

A higher tier policy engine would communicate policies to | ower tier
policy engines using a policy pub/sub bus. Conversely, lower tier
policy engines woul d comruni cate their configured policies and
services to the higher tier policy engine using the sane policy pub/
sub bus. Such communi cations require each policy pub/sub bus to have

a pre-defined/ pre-configured policy "name space". For exanple, a
pub/ sub bus coul d define services using the nanme space "Platinun',
"Gold", and "Silver". A policy could then be comrunicated over that

pub/ sub bus specifying a Silver service requirenent.

In a hierarchical policy framework, a policy engine nmay use nore than
one policy pub/sub bus, e.g., a policy pub/sub bus naned "H' to
communi cate with a higher tier policy engine and a policy pub/sub bus
named "L" to communicate with [ower tier policy engines. As the nane
spaces of policy pub/sub buses Hand L may be different, the policy

Szabo, et al. Expires May 3, 2017 [ Page 14]
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engi ne woul d translate policies defined using the policy pub/sub bus
H nane space to policies defined using the policy pub/sub bus L nane
space, and vice-versa.

5.5. 1. Pub/ sub bus in the hierarchical framework

Figure 7 shows the Pub/sub bus in the hierarchical MANO franmeworKk.
Pol i cy commruni cati ons woul d enploy a policy pub/sub bus between the
subsystens’ policy engines in the policy hierarchy (see Section 5.4).
The gl obal NFVO subsystem shoul d have visibility into the policies
defined locally at each PoP to be able to detect any potential gl obal
policy conflicts, e.g., a local PoP adm nistrator could add a | ocal
policy that violates or conflicts wwth a global policy. |In addition,
t he gl obal NFVO subsystem woul d benefit from being able to inport the
currently configured services at each PoP. The gl obal NFVO woul d use
such information to nonitor gl obal policy conformance and also to
facilitate detection of policy violations when new gl obal policies
are created, e.g., a global level admnistrator is about to add a new
gl obal policy that, if conmtted, would nmake certain already
configured services a violation of the policy. The publication of
subsystem service tables for consunption by a global policy engine is
a concept used in the Congress [ OPENSTACK- CONGRESS] OpensSt ack

[ OPENSTACK] proj ect.
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5.6. Policy Intent Statenent versus Subsystem Acti ons and
Confi gurations
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Figure 8: Exanple of Subsystem Translations of Policy Actions
5.7. Static vs Dynam c vs Autonom c Policies
Content to be nerged
5.8. Policy Conflicts and Resol ution
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5.9. Soft vs Hard Policy Constraints
Content to be nerged

5.10. Operational Policies for Resource managenent
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resource enbedding (RE) policy at VIMWM They can be mapped to the
MANO architecture as shown in Figure 9.

5.10.1. OQperational Policies at NFVO

During NS/VNF |ifecycles, states of NFVI/WAN resources or the
performance of VNF and VL instances may vary in tinme (e.g., the
performance degradation due to incorrect placenent or incorrect
forwardi ng action). Another concern for such dynam c changes is

fail -over as a fundanmental consideration, i.e., physical resources or
virtualized resources in NFVI may fail during network services.

These dynam ¢ changes significantly could affect the overal
performance for NS. Therefore, such dynam c changes triggered during
NS/ VNF |ifecycles should be coped with for guaranteeing the NS
performance and the optim zed resource usage. Figure 9 shows that
NFVO needs to enforce resource adaptation (RD) policy as an
operational policy at NFVO RD policy supports how NFVO adapts the
al l ocated NFVI/WAN resources (e.g., VM mgration, scaling) by dealing
with triggered variations. RD policy engine can detect the changes
from nmeasurenent and di agnosis from VNFM and/or VIM WM

Figure 9 al so shows that NFVO needs to enforce resource scheduling
(RS) policy. RS policy determ nes the | ocations of VNF and VL

i nstances that constitute NS across nmultiple PoPs and WANs whi | e
optimally allocating NFVI and WAN resources to the instances.

In particular, RD and RA policies would consider a business nodel
from OSS/ BSS whi ch specifies operational (or business) objectives
(e.qg., overall energy consunption and NFVI resource utilization)
within its domain and with taking account of (on-boarded) network
service descriptor (NSD) as an NS policy including the virtualization
aspects of application feature, QS paraneters, affinity, anti-
affinity rules, and so on.

On the one hand, for the user authorization, authentication,

aut hori zation, accounting (AAA) policy may be needed. Authentication
policy provides a way of identifying a user while the authorization
policy determ nes whether the user has the authority for virtualized
resources (i.e., NFVI/WAN resources) to receive the network service
or not. Accounting policy neasures the resources the user consunes
during the network service. This can include the anmount of system
time/data, and so on

5.10.2. Operational Policies at VIMWM
As shown in Figure 9, RA policy supports how each subsystem (e.g.

conpute, storage subsystenm) in NFVI is allocated depending on the
pl acement information from NFVO to further optim ze the resource
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6.

6.

6.

6.

1

2.

3.

usage. Moreover, the assigned NFVI resources are enbedded (or

al l ocated) to physical resources in VIMWM dependi ng on states and
usage of resources by neans of resource enbedding (RE) policy as
shown in Figure 9. 1In other words, RE policy determ nes and

coordi nates how the allocated virtual resources are nmapped to

physi cal resources. For exanple, RE policy may be updated when sone
physi cal resources are failed or a virtualization technique is
changed.

Pol i cy- Based Resource Managenent Exanpl es
Pol i cy- Based Mul ti poi nt Ethernet Service

Content to be nerged

Pol i cy- Based NFV Pl acenent

Content to be nerged

Pol i cy- Based VNF- FG Managenent
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Figure 10: Policy-based VNF-FG Managenent

Anot her subsystem exanple for the policy framework is VNF-FG  \Wen
VNF- FGs of end-to-end network services are realized, NFVI resources
across nultiple NFVI-PoPs and WAN resources that connect anong them
shoul d be allocated to the VNF-FGs. It depends on the target KPIs of
i ndi vidual VNF and VL instances that constitute VNF-FGs. In
particular, in case of VNF-FG chai ned performances and capabilities
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of VNF and VL instances need to be considered together with on VL

i nstances the inter-connectivity between different NFVI-PoPs. For
exanple, if one of the VNF instances or VL instances along the VNF-FG
gets overl oaded, the end-to-end network service may al so get

affected. Therefore, while features of such VNF-FG are carefully
consi dered, proper operational policies for resource nmanagenent (see
Section 5.10) are required.

As shown in Figure 10, consider a scenario where a user requests a
VNF- FG conposed of "VNF A-VL 1-VNF B-VL 2-VNF C'. For the VNF-FG an
RA policy is enforced in which it is designed to avoid over-
utilization of PoP A and to reduce latency on VL 1. Therefore, NFVO
pl aces VNF A, VNF B, and VL 1 on PoP A by consum ng its conputing and
network resources to achieve |low latency. On the other hand, VL 2
and VNF Cis allocated to the resources of WAN and PoP B

respectively to avoid over-utilization of PoP A

On the one hand, dynam c changes such as a VNF failure significantly
affect on the overall performance of VNF-FG since VNF-FGis a chain
of VNF and VL instances. Thus, such dynam c changes shoul d be coped
with by RD policy for guaranteeing the VNF-FG perfornmance and the
optim zed resource usage. A fault managenment for VNF-FG based on
policy exanple is shown in Section 6.4.

6.4. Policy-Based Fault Managenent

Szabo, et al. Expires May 3, 2017 [ Page 22]
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I I
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Figure 12: Architecture for policy-based fault nmanagenent

As shown in Figure 11, consider a scenario that a VMrelated to VNF-B
(i.e., a VNF-B instance) is failed in the given VNF-FG conposed VNF-
A, VNF-B, VNF-C in order. Note that the NFVI and WAN resources are
al ready allocated to the instances by RS policy. For service
continuity, failure of the VNF-B instance needs to be detected based
on di agnosis function in VIMVNFM and the failed one needs to be
replaced with a new instance or to be assigned to the existing

i nstance which is available. The diagnosis and neasurenent function
may col |l ect current performance neasures and | ocation for instances
as well as such a failure event.
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Figure 13: Re-instantiation for VNF-FG

In the first case where a VNF instantiation is needed, a new VNF
instantiation is determ ned by the RD policy engine in NFVO  For
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exanpl e, NFVO may avoid replacenent of VNF B on NFVI-PoP B owing to
hi gh possibility of failure. Therefore, NFVO could instantiate VNF B
on NFVI-PoP A or NFVI-PoP C with the setup of new connection points
(CPs) whil e guaranteeing perfornmance as shown in Figure 13.
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Figure 14: No Re-instantiation for VNF-FG
In the second case where no VNF instantiation is needed since a

redundant VNF exists, the available VNF-B instance can used by the
VNF- FG  For exanple, a redundant VNF B instance exists in NFVI-PoP
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B. Therefore, NFVO selects the instance and re-constructs two VLS as
shomn in F!gure 14, and the corresponding NS can be continued w t hout
re-instantiation.
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