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Abstract
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1. Introduction

Mul ti cast scopes are defined in [ RFC4291]. The [RFC7346] extends the
scope definition with the text:

"Interface-Local, Link-Local, and Real mLocal scope boundaries are
automatically derived from physical connectivity or other, non-
nmul ti cast related configuration. d obal scope has no boundary. The
boundari es of all other non-reserved scopes of Adm n-Local or |arger
are adm nistratively configured."”

The adm n-|ocal scope nust therefore be adm nistratively configured.
In this docunent "adm nistratively configured" does not inply actions
by a human beyond installing the here specified protocol.

“Adm nistratively configured" neans an automatic derivation as
described in this docunent.
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This draft describes an automated policy for the Milticast Protocol
for Low power and Lossy Networks (MPL) [[I-D.ietf-roll-trickle-ntast]
forwardi ng of nmulticast nmessages with adm n-1ocal scope within a
border router that |ies between a network running MPL and sone ot her
network. This wish is in line with the autononous networking ideas
presented in [I-D.irtf-nnrg-an-gap-anal ysis].

The real mlocal multicast address is currently used by MPL to
propagate the nulticast nmessage to all receivers and forwarders
within a mesh network. The nulticast propagation is limted to a
mesh network with a common | ayer-2. For exanple, a LoWPAN is defi ned
by an | EEE 802. 15.4 | ayer-2 nesh network, conposed of all connected
nodes sharing the sanme Personal Area Network (PAN) I D [ RFC4944].

The network concept differs between nesh network technol ogies. This
docurment maps a general network identifier to the specific network
identifier of existing nmesh technol ogi es.

In current and projected deploynents, there is a requirenent to
propagate a nmulticast nessage beyond the boundaries of the nesh
network it originated in independent of the nmesh technol ogy.

Consi der the case where propagation over two nesh networks is
required. 1In one exanple, each nmesh network has a border router and
the two border routers are connected with an Ethernet link. In

anot her exanpl e each nesh network is connected to its own network
interface connected to the sanme border router. |In both cases, an
adm n-local nulticast nmessage originating in one network needs to
propagate into the other nesh network. The boundary of the adm n-

| ocal scope is admnistratively configured.

Thi s docunent describes an "MPL4 router” that forwards MPL nessages

with a nmulticast address with adm n-1ocal scope to all interfaces
connected to |links that connect to other MPL enabled interfaces. The
MPL4 router enables all its interfaces for MPL nessages and all ocates

an additional variable MPL_BLOCKED that permts(forbids) the
forwardi ng of MPL nmessages.

The MPL4 router uses the follow ng technique to establish over which
i nks MPL4 nessages nust be forwarded. The MPL4 router listens on
its interfaces for arrival of MPL4 nessages. Wen MPL4 nessages
arrive over an interface, the MPL4 router includes this interface to
the set of interfaces over which incom ng MPL4 nmessages are
forwarded. Regularly, the MPL4 router sends MPL4 nessages over its
interfaces to provoke the return of MPL4 nessages to nmintain or
renmove the interfaces in/fromthe set of forwarding interfaces.
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It is expected that the private network of an organi zation, building,
or hone, is connected to the Internet via the edge routers provided
by an 1SP. The intention is that MPL nessages with multicast
addresses of admi n-local scope are freely forwarded within the
private network, but are never forwarded outside the private network
by edge routers.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

1.2. Term nol ogy and Acronyns

Thi s docunment uses term nol ogy defined in
[I-D.ietf-roll-trickle-ncast] and [ RFC7346]. In addition, the
followng terns are used in this docunent:

o ML4 refers to MPL with adm n-|ocal scope 4.

o MPL4 nessage: an MPL DATA nessage with a destination nulticast
address of scope 4.

o MPL4 zone: a convex zone of interconnected interfaces over which
MPL nessages with adm n-|ocal scope propagate. A MPL4 zone is
bounded by a zone as defined in [ RFC4007].

o0 MPL4 router: automatically determ nes the MPL4 zone in which MPL
messages with adm n-|1ocal scope can be propagat ed.

2. Network identifier

Li nks may have the concept of a channel, for exanple in wreless

net wor ks such a channel is associated with a comunication frequency.
Addi tionally, for sone link technol ogi es, several networks can
coexi st using the same channel. For these |ink technol ogies, a
network identifier exists. The network identifier is determ ned by
the link technol ogy specification. Wen no network identifier exists
for a given link, the network identifier has the value "any".

2.1. | EEE 802.15.4

| Pv6 over |EEE 802.15.4 is described in [RFC4944]. A LoWPAN is
conposed of the nodes connected by an | EEE 802. 15.4 nesh sharing the
same PAN ID. The PANID identifies a network in the | EEE 802. 15.4
mesh. Several networks with different PAN I Ds can coexi st on the
same channel [|EEE802.15.4]. The PAN ID of an interface is defined
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when the interface is enabled. The value of the network identifier
of an |EEE 802.15.4 link is the value of the PAN I D

2.2. | EEE 802.11

I P over I EEE 802.11 is described in [ RFC5416]. The Service Set
IDentifier (SSID) identifies a network in the | EEE 802. 11 |i nk.
Several networks with different SSIDs can coexi st on the sane channel
[ EEE802. 11]. The SSID of an interface is defined when the interface
is swtched on. The value of the network identifier of a | EEE 802. 11
link is the value of the SSID.

2.3. ITUT G 9959

I Pv6 over ITUT G 9959 is specified in [I-D.ietf-6lo-1owanz]. The
Honel D identifies a network of connected nodes [G 9959]. Severa
Honel Ds can coexi st within comuni cati on range, but nodes adhering to
a network with a given Honel D cannot comuni cate with nodes adhering
to a network with a different Homel D. The val ue of the network
identifier of a G9959 link is the value of the Honel D

2.4. BLUETOOTH Low Ener gy

| Pv6 over BLUETOOTH Low Energy (BTLE) is specified in
[I-D.ietf-6lo-btle]. The mediumis specified in [btle]. BTLE does
not know t he concept of nultiple networks in one channel. The val ue
of the network identifier of a BTLE link is "any".

3. MPL4 router

The concept of an MPL4 router serves to automatically determ ne the
MPL4 zone in which MPL nessages with a scope 4 nulticast address can
propagate. The MPL4 router periodically executes an al gorithmthat
determi nes the presence of MPL interfaces on the |inks connected to
its interfaces. Wen no MPL interfaces are present on a given |ink,
the corresponding MPL interface is signalled as not being part of the
MPL4 zone.

3.1. ML interface paraneters
One paraneter is associated with every MPL interface in the MPL4
router, and two paraneters are associated with the behavi our of the
MPL4 router as a whol e.

o ML _BLOCKED: Bool ean val ue that indicates whether the associ ated
interface belongs to the MPL4 zone.
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o0 MPL_CHECK INT: integer that indicates the tine interval between
successive activations of the MPL4 router algorithmin seconds.

o MPL_TO integer that indicates the interval in which MPL nessages
are expected to be received in seconds.

3. 2. Determ nati on of MPL4 zone

Al'l interfaces of the MPL4 router MJUST be associated with follow ng
paranmeters comng from MPL protocol [I-D.ietf-roll-trickle-ntast]:
PROACTI VE_FORWARDI NG DATA MESSAGE | M N, DATA MESSAGE | MAX

DATA MESSAGE_K, DATA MESSAGE_TI MER _EXPI RATIONS. At start-up of the
MPL4 router, the paraneters associated wth all interfaces are
assigned the follow ng val ues: PROACTI VE_FORWARDI NG = true,
MPL_BLOCKED = false. Al interfaces MJUST subscribe to the nulticast
addresses ALL_MPL_FORWARDERS scope 3 and scope 4.

The MPL4 router executes the followng algorithmfor each interface:

o Wth a frequency determ ned by the value of MPL_CHECK I NT, the
MPL4 router sends an MPL4 nessage on each interface with a header
that includes the MPL option [I-D.ietf-roll-trickle-ntast] and is
sent to nulticast address ALL _MPL_ FORWARDERS wi th scope 4.

o Wien within an interval determ ned by the value of MPL_TO no MPL
nmessage i s received, the value of MPL_BLOCKED is set to true.

o At reception of an MPL4 nessage with a multicast address with
scope 4, the value of MPL_BLOCKED of the receiving interface is
set to false.

This protocol |leads to a state where for each interface MPL_BLOCKED
is set to false if and only if MPL enabled interfaces are connected
to the link associated with the interface. Wen an MPL nessage is
submtted to an MPL-enabled interface -called A- in the MPL router,
the Trickle algorithm[RFC6206] is activated to send the MPL nessage.
The MPL4 nmessage with nmulticast address ALL_MPL_FORWARDERS scope 4 is
accepted by every interface connected to the |ink that has subscri bed
to ALL_MPL_FORWARDERS with scope 4. On acceptance of the MPL4
nessage by an interface -called B-, the MPL4 nessage is returned with
Trickle over interface B. Consequently, the MPL4 nessage is received
by the originating interface A, after which MPL_BLOCKED is set to

fal se.

When a new node is connected to the link, it can imediately send an

MPL4 nmessage, or can wait for the reception of an MPL4 nessage to
announce its intention to be part of the MPL4 zone.
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4.

4.

4.

Adm n- Local policy

The section starts with specifying what multicast nessages arriving
at an interface are legal. It continues with a description of
forwardi ng | egal adm n-local nulticast nessages over other MPL

i nterfaces.

The policy for forwarding adm n-local nulticast nessages
automatically to a MPL interface is specified as function of the
state of the MPL interface and the multicast nessage. The state of
the multicast nessage is determ ned by the presence of the MPL option
[I-D.ietf-roll-trickle-ncast] and the destination nulticast address.
The state of the MPL interface is determ ned by the subscribed
mul ti cast addresses, the zone index [RFC4007], and the val ues of the
PROACTI VE_FORWARDI NG par aneter and the MPL_BLOCKED par aneter of the
MPL interface.

VWhen zone is undefined or not enabled, all interfaces have the sane
zone i ndex.

1. Legal multicast nessages

Mul ti cast nessages can be created within the node by an application
or can arrive at an interface.

A nmul ticast nmessage created at a source (MPL seed) is legal when it
conforms to the properties described in section 9.1 of
[I-D.ietf-roll-trickle-ntast].

A nmul ticast nmessage received at a given interface is |egal when:

o The nmessage carries an MPL option (MPL nmessage) and the incom ng
MPL interface is subscribed to the destination nmulticast address.

o The nessage does not carry an MPL option, the nulticast address is
unequal to ALL MPL_FORWARDERS scope 4 or scope 3, and the
interface has expressed interest to receive nessages with the
specified nulticast address via M.D [ RFC3810] or via | GW
[ RFC3376] . The nessage was sent on according to Pl M DM [ RFC3973]
or according to PIM SM [ RFC4601] .

Illegal multicast nessages are discarded.
2. Forwarding | egal packets

A legal nulticast nmessage received at a given interface is assigned
the network identifier of the interface of the incomng link . A
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message that is created within the node is assigned the network
identifier "any".

Two types of legal nulticast nmessages are considered: (1) MPL
nmessages, and (2) multicast nessages which do not carry the MPL
opti on.

4.2.1. MPL message

4.

2.

MPL nessages are forwarded on MPL interfaces using the Trickle
paranet er val ues assigned to the MPL interface according to the
foll ow ng rules:

o Link-local (scope 2) MPL messages are not forwarded.

o Realmlocal (scope 3) MPL nessages are forwarded on all MPL
interfaces that are subscribed to the sane nulticast address, have
t he sanme zone index, and have PROACTI VE- FORWARDI NG set to true,
and the assigned network identifier of the nulticast nessage is
identical to the network identifier of the MPL interface, or the
assigned network identifier of the nmulticast nessage is "any".

o Adm n-local (scope 4) MPL nessages are forwarded on all MPL
interfaces that are subscribed to the sanme nulticast address, have
t he sanme zone index, have PROACTI VE- FORWARDI NG set to true, and
have MPL_BLOCKED set to fal se.

o ML nessages with a nulticast scope of 5 or higher MJST
encapsul ate a nessage with the sanme nulticast address w thout MPL
option. The decapsul at ed nessage can be forwarded over an
interface when the interface is subscribed with M.D to the sane
mul ti cast address.

2. Milticast nessages w thout MPL option

Mul ticast messages without MPL option are forwarded on MPL interfaces
according to the follow ng rul es:

o Link-local (scope 2) nessages or realmlocal (scope 3) nulticast
nessages are not forwarded.

0 Adm n-local (scope 4) nulticast nessages are encapsulated with a
header carrying the MPL option and are forwarded on al MPL
interfaces that are subscribed to the nulticast address, have the
sane zone i ndex, have PROACTI VE FORWARDI NG set to true, and have
MPL_BLOCKED set to false.
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4.

3.

o Milticast nmessages with a nmulticast scope of 5 or higher are
encapsul ated with a header carrying the MPL option and are
forwarded on al MPL interfaces that are subscribed to the
mul ti cast address, have PROACTI VE_FORWARDI NG set to true, and have
MPL_BLOCKED set to false. |In addition these nessages follow the
Mul ticast forwarding rules as specified by PIM|[RFC3973],

[ RFC4601] according to group specifications enabled by M.D
[ RFC3810] or | GW [ RFC3376].

Encryption rul es

An i ncom ng nmessage protected at |ayer-2 MJST be subsequently re-
protected at layer-2 at all outgoing interfaces. |ncom ng nmessages
are integrity checked and optionally decrypted at the incom ng
interface at layer-2 using the keys and protection algorithm
appropriate to the incomng interface’s network and re-protected at
the outgoing interface using the keys and protection al gorithm
appropriate to the outgoing interface’s network. |t may be necessary
to assess the relative |levels of protection on the respective
interfaces and apply policy rules, for exanple to avoid downgradi ng
security where one network has a | ower |evel of security than

anot her.

An i ncom ng MPL4 nessages which is not protected at |ayer-2 MJST NOT
be re-protected at layer-2 at all outgoing interfaces.

MPL domai ns and zones

An MPL domain is a scope zone in which MPL interfaces subscribe to
the sanme MPL Domain Address [I-D.ietf-roll-trickle-nctast]. 1In
accordance with [ RFC4007] a zone boundary passes through a node. For
exanple, a small LLN node usually has one MPL nmesh interface which is
enabl ed to the ALL_MPL_FORWARDERS nul ti cast address with a scope
value of 3 (realmlocal) [RFC7346]. The node interface belongs to
the zone and the correspondi ng zone boundary does not pass through
this node. In the border router with MPL interfaces enabled to the
mul ti cast address ALL_MPL_FORWARDERS with scope value 3, the zone
includes usually this single interface and excludes all other
interfaces. A notable exception is provided by a node where MPL
interfaces of the sane technol ogy share the same network identifier.
These interfaces belong to the same MPL4 zone when the interfaces
share the same zone index.

In an MPL4 router, every MPL interface subscribes to the adm n_| ocal
ALL MPL FORWARDERS rmul ti cast address next to the real ml ocal
ALL_MPL_FORWARDERS addr ess.
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Every interface that belongs to an MPL domai n that extends over
border routers MJST be subscribed to the adm n-I ocal
ALL_MPL_FORWARDERS addr ess.

The MPL4 zone corresponding with the MPL nulticast address

ALL MPL FORWARDERS with scope 4 (Adm n-local) applies to border
routers wwth multiple interfaces, of which at | east one interface is
MPL enabl ed and is subscribed to nulticast address ALL_MPL_FORWARDERS
with scope 4. 1In a border router, all MPL enabled interfaces which
subscribe to the ALL_MPL_FORWARDERS address with scope 4 and for
which MPL_BLOCKED is fal se belong to the sanme MPL4 zone when the
interfaces share the sane zone i ndex.

MPL4 nessages remain bounded within a zone as defined in [ RFC4007] .
Consequently, MPL4 nessages cannot be routed between interfaces

bel onging to different zones. Wen the concept of zone is unknown or
disabled in a router, all interfaces belong to the sane zone. For
exanpl e, consider a router with 5 interfaces where interfaces A and B
bel ong to zone 1 and interfaces C, D, and E belong to zone 2. ML4
nmessages can be routed freely between interfaces A and B, and freely
between C, D, and E. However, a MPL4 nmessage MUST NOT be routed from
Interface Ato interface D

6. Default paraneter val ues

Three paraneters are created in this draft. Their values are rel ated
to the Trickle tiner intervals.

MPL_TO = DATA MESSACE | MAX times 2. \Wich leaves the tinme to receive
t he second response nessage.

MPL_CHECK INT = 5 mnutes. Wich neans that a reaction to network
mal f uncti oni ng happens within 5 m nutes.

MPL_BLOCKED = true. Wiich neans that the interface has not received
MPL- enabl ed nmessages to include the interface to the MPL4 zone.

7. Security Considerations

The security considerations of [I-D.ietf-roll-trickle-ntast] also
apply to MPL4 routers.

The sendi ng of MPL4 nessages by a malicious node can have unwant ed
consequences explained with the follow ng exanple. It is not unusual
for a wired (e.g. ethernet) link to be used between two floors or
sections of an LLN, as radi o propagation through reinforced concrete
is generally poor. The MPL4 zone can thus envelop nultiple routers,
meshes and links. It is possible that a malicious node connects to a
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wired Iink, on which no MPL enabl ed nodes are foreseen. 1In this
exanpl e configuration, the malicious node can send MPL4 nessages to
the MPL4 router interfaces. Wen nothing is done, the MPL4 routers
will consequently distribute MPL4 nessages from one nesh over the
wred link to the next nesh, although the wired |ink was not expected
to transport MPL4 nessages.

To understand the consequences of this unwanted behavi our, the
foll ow ng cases shoul d be di stingui shed:

o The source nesh uses |ayer-2 encryption.
o The MPL4 router can be managed.
The four possible conbinations are di scussed bel ow

Layer-2 unsecured, Router unmanaged: 1In this case MPL4 nessages are
freely distributed over nmeshes and |inks which are interconnected
by MPL4 routers within a zone. The MPL enabled (malicious) nodes
can read all MPL4 nessages and distribute MPL4 nessages over a
network limted by a zone. This situation can be acceptable for
an isolated network, within a clearly defined space, where the
connection of nodes can be tightly controlled. A conpletely wred
LLN -- such as is seen in BACnet -- is an exanple of an
unencrypted LLN whi ch woul d be consi dered physically secure.

Layer-2 secured, Router unnmanaged: 1In this case MPL4 nmessages are
freely distributed over nmeshes and |inks, which are interconnected
by MPL4 routers within a zone. Follow ng the rules of
Section 4.3, the MPL4 enabl ed (malicious) nodes can not read the
MPL4 nmessages and MPL4 nessages sent by the malicious node are not
accepted by other nodes. This situation is acceptable for a hone
networ k or managed networ k extendi ng over precisely one zone,
occupying a clearly defined physical space, where ease of
installation is inportant. In such a network, the presence of the
mal i ci ous node is not different fromany other malicious node,
which tries to send nessages over layer-2 protected |inks.

Because the network occupi es exactly one zone, the MPL4 nessage
di stribution cannot be extended outside the network.

Layer-2 unsecured, Router managed: |In this case the distribution of
MPL4 nmessages over MPL4 router interfaces can be limted to those
interfaces, which a manager enabled for MPL and a set of nmnulticast
addresses. The malicious node cannot extend the distribution of
MPL4 nmessages over unwanted interfaces. It is inportant that the
handling of the interfaces by the manager is protected. However,
MPL4 nmessages sent over the nmesh can be interpreted by malicious
nodes and malici ous nmessages can be injected into the set of
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8.

10.

meshes and |inks which are connected by the MPL4 routers for which
t he manager enabled the interfaces. This situation can be
practical for interconnected |inks and nmeshes, which are connected
to a LAN over a limted period, for exanple during installation of
t he interconnected neshes and | i nks.

Layer-2 secured, Router nmanaged: |In this case the distribution of
MPL4 nessages over MPL4 router interfaces can be limted to those
interfaces, which a nanager enabled for MPL and a set of nulticast
addresses. Following the rules of Section 4.3, the malicious node
cannot extend the distribution of MPL4 nessages over unwanted
interfaces and MPL4 nessages sent by the malicious node are not
accepted by other nodes. It is inportant that the handling of the
interfaces by the manager is protected. The MPL enabl ed
(mal i ci ous) nodes can not read the MPL4 nessages and MPL4 nessages
sent by the malicious node are not accepted by other nodes.
Dependent on the nunber of nanaged interfaces, the network can
progressively pass fromauto-configured to fully admnistratively
controll ed.

| ANA Consi derati ons
No considerations for |ANA are fornulated in this docunent.
Acknowl edgenent s
Thi s docunment reflects discussions and remarks from several
i ndi vidual s including (in al phabetical order): Scott Bradner, Esko
Dijk, Adrian Farrel, Matthew G|l nore, Joel Hal pern, Steve Hanna,
M chael Richardson, and Pascal Thubert.
Change | og
When published as a RFC, this section needs to be renoved.
Version 03 - version 01
o Explained MPL acronym
0o Added relation of MPL4 zone to zone as defined in [ RFC4007]
0 Added a section on encryption rules
0 Revised and clarified the security considerations

Version 00 - version 01

0 Default paraneter val ues decl ared
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