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Abst ract

Thi s docunment specifies the Upper Layer Bindings of Network File
System (NFS) protocol versions to RPC-over-RDVA transports. Such
Upper Layer Bindings are required to enable RPC based protocols to
use direct data placenent when conveying | arge data payl oads on RPC
over-RDMA transports. This docunment obsol etes RFC 5667

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 1, 2017
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
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the Trust Legal Provisions and are provided without warranty as
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1. I nt roduction

Renote Direct Menory Access Transport for Renbte Procedure Call,

Version One [I-D.ietf-nfsv4-rfc5666bis] (RPC over-RDVA) enabl es the

ol

use of direct data placement to accelerate the transm ssion of |arge

dat a payl oads associated with RPC transacti ons.

Each RPC-over-RDVA transport header can convey lists of nenory

| ocations involved in direct transfers of data payl oads. These
menory | ocations correspond to XDR data itens defined in an Upper
Layer Protocol (such as NFS).

To facilitate interoperation, RPC client and server inplenentations

nmust agree on what XDR data itens in which RPC procedures are
eligible for direct data placenent (DDP).

Thi s docunment specifies the set of XDR data itens in each of the

foll owi ng NFS protocol versions that are eligible for DDP. It also

contains additional material required of Upper Layer Bindings as
specified in [I-D.ietf-nfsv4-rfc5666hbis].

0 NFS Version 2 [ RFC1094]

POOWOOWOOO~NOOTIOIUIURDMBPAWWN
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0 NFS Version 3 [ RFC1813]

0 NFS Version 4.0 [ RFC7530]

0 NFS Version 4.1 [ RFC5661]

0 NFS Version 4.2 [I-D.ietf-nfsv4-ninorversion2]

The Upper Layer Binding specified in this document can be extended to
cover the addition of new DDP-eligible XDR data itens defined by
versi ons of the NFS version 4 protocol specified after this docunent
has been ratifi ed.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

1.2. Changes Since RFC 5667

Corrections and updates nade necessary by new | anguage in
[I-D.ietf-nfsvd-rfcb5666bis] has been introduced. For exanpl e,
references to deprecated features of RPC- over-RDVA Version One, such
as RDMA MSGP, and the use of the Read list for handling RPC replies
has been renoved. The term "mappi ng" has been replaced with the term
"bi ndi ng" or "Upper Layer Binding" throughout the docunent. Material
that duplicates what is in [I-D.ietf-nfsvd-rfc5666bis] has been
del et ed.

Material required by [I-D.ietf-nfsv4-rfc5666bis] for Upper Layer

Bi ndi ngs that was not present in [ RFC5667] has been added, incl uding
di scussi on of how each NFS version properly estimtes the maxi num
size of RPC replies.

The foll owi ng changes have been nade, relative to [ RFC5667]:

0 Anbi guous or erroneous uses of RFC2119 terns have been corrected.

0 References to specific data novenent nechani sns have been nmade
generic or renoved

0 References to obsolete RFCs have been repl aced.
o Technical corrections have been nade. For example, the nention of
12KB and 36KB inline thresholds have been renmoved. The reference

to a non-existant NFS version 4 SYM.INK operation has been
replaced with NFS version 4 CREATE( NFALNK)
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1.

2.

2.

0 An | ANA Consi derations Section has replaced the "Port Usage
Consi derations" Section.

0 Code excerpts have been renoved, and figures have been noderni zed.

0 Language inconsistent with or contradictory to
[I-D.ietf-nfsv4-rfc5666bis] has been renoved from Sections 2 and
3, and both Sections have been conbined into Section 2 in the
present docunent.

0 An explicit discussion of NFSv4.0 and NFSv4.1 backchannel
operation will replace the previous treatnment of call back
operations. No NFSv4.x call back operation is DDP-eligible.

o The binding for NFSv4.1 has been conpleted. No additional DDP-
eligible operations exist in NFSv4. 1.

o0 A binding for NFSv4.2 has been added that includes discussion of
new dat a- beari ng operations |ike READ PLUS.

3. Planned Changes To This Docunent
The follow ng changes are planned, relative to [ RFC5667]:

0 The discussion of NFS version 4 COMWOUND handling will be
conpl et ed.

0 Renmarks about handling DDP-eligibility violations will be
i ntroduced.

0 A discussion of how the NFS binding to RPC-over-RDMA i s extended
by standards action will be added.

Conveyi ng NFS Qperations On RPC-Over-RDVMA Transports

Definitions of terminology and a general discussion of how RPC- over-
RDMVA is used to convey RPC transactions can be found in
[I-D.ietf-nfsvd4-rfc5666bis]. In this section, these general
principals are applied to the specifics of the NFS protocol.

1. Use O The Read Li st

The Read list in each RPC-over-RDMA transport header represents a set
of menory regions containing DDP-eligible NFS argunment data. Large
data itenms, such as the file data payl oad of an NFS WRI TE request,
are referenced by the Read |ist and placed directly into server
nmenory.
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XDR unnmarshal i ng code on the NFS server identifies the correspondence
bet ween Read chunks and particular NFS argunents via the chunk
Posi tion val ue encoded in each Read chunk.

2.2. Use O The Wite List

The Wite list in each RPC-over-RDVA transport header represents a
set of menory regions that can receive DDP-eligible NFS result data.
Large data itenms such as the payl oad of an NFS READ request are
referenced by the Wite list and placed directly into client nmenory.

Each Wite chunk corresponds to a specific XDR data itemin an NFS
reply. This docunment specifies how NFS client and server

i mpl ementations identify the correspondence between Wite chunks and
each XDR result.

2.3. Construction O |ndividual Chunks
Each Read chunk is represented as a list of segnents at the same XDR
Position, and each Wite chunk is represented as an array of
segnments. An NFS client thus has the flexibility to advertise a set
of discontiguous nenory regions in which to send or receive a single
DDP-el i gi bl e data item

2.4. Use O Long Calls And Replies

Smal | RPC nessages are conveyed usi ng RDVA Send operations which are

of limted size. |If an NFS request is too large to be conveyed via
an RDMA Send, and there are no DDP-eligible data itens that can be
removed, an NFS client nust send the request using a Long Call. The

entire NFS request is sent in a special Read chunk

If a client expects that an NFS reply will be too large to be
conveyed via an RDVA Send, it provides a Reply chunk in the RPC over-
RDVA transport header conveying the NFS request. The server can

pl ace the entire NFS reply in the Reply chunk

These are described in nore detail in [I-D.ietf-nfsv4-rfc5666bis].

3. NFS Versions 2 And 3 Upper Layer Binding
An NFS client MAY send a single Read chunk to supply opaque file data
for an NFS WRI TE procedure, or the pathnane for an NFS SYM.I NK
procedure. For all other NFS procedures, the server MJST ignore Read

chunks that have a non-zero value in their Position fields, and Read
chunks beyond the first in the Read list.
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Simlarly, an NFS client MAY provide a single Wite chunk to receive
ei ther opaque file data froman NFS READ procedure, or the pathname
froman NFS READLI NK procedure. The server MJST ignore the Wite
list for any other NFS procedure, and any Wite chunks beyond the
first in the Wite list.

There are no NFS version 2 or 3 procedures that have DDP-eligible
data itenms in both their Call and Reply. However, if an NFS client
is sending a Long Call or Reply, it MAY provide a conbinati on of Read
list, Wite list, and/or a Reply chunk in the sanme transaction

NFS clients al ready successfully estimate the maxi numreply size of
each operation in order to provide an adequate set of buffers to
receive each NFS reply. An NFS client provides a Reply chunk when

t he maxi num possible reply size is larger than the client’s responder
inline threshold.

How does the server respond if the client has not provided enough
Wite list resources to handle an NFS WRI TE or READLI NK reply? How
does the server respond if the client has not provided enough Reply
chunk resources to handl e an NFS reply?

4. NFS Version 4 Upper Layer Binding

This specification applies to NFS Version 4.0 [RFC7530], NFS Version
4.1 [RFC5661], and NFS Version 4.2 [I-D.ietf-nfsv4-m norversion2].

It also applies to the callback protocols associated with each of
these mnor versions.

An NFS client MAY send a Read chunk to supply opaque file data for a
WRI TE operation or the pathnane for a CREATE(NF4LNK) operation in an
NFS version 4 COVPOUND procedure. An NFS client MJUST NOT send a Read
chunk that corresponds with any other XDR data itemin any other NFS
version 4 operation.

Simlarly, an NFS client MAY provide a Wite chunk to receive either
opaque file data froma READ operation, NFS4_CONTENT_DATA from a
READ _PLUS operation, or the pathnane from a READLI NK operation in an
NFS version 4 COVPOUND procedure. An NFS client MJST NOT provide a
Wite chunk that corresponds with any other XDR data itemin any
other NFS version 4 operation

There is no prohibition against an NFS version 4 COMPOUND procedure
constructed with both a READ and WRI TE operation, say. Thus it is
possi bl e for NFS version 4 COMPOUND procedures to use both the Read
list and Wite list sinmultaneously. An NFS client MAY provide a Read
list and a Wite list in the sane transaction if it is sending a Long
Call or Reply.
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Sonme renarks need to be made about how NFS version 4 clients estinmate
reply size, and how DDP-eligibility violations are reported.

4.1. NFS Version 4 COWOUND Consi der ati ons

An NFS version 4 COVPOUND procedure supplies argunents for a sequence
of operations, and returns results fromthat sequence. A client MAY
construct an NFS version 4 COMWOUND procedure that uses nore than one
chunk in either the Read Iist or Wite list. The NFS client provides
XDR Position values in each Read chunk to di sanbi guate whi ch chunk is
associ ated with which XDR data item

However NFS server and client inplenentations nmust agree in advance
on howto pair Wite chunks with returned result data items. The
mechani sm specified in [I-D.ietf-nfsv4-rfc5666bis]) is applied here:

o The first chunk in the Wite list MJST be used by the first READ
or READLI NK operation in an NFS version 4 COWOUND procedure. The
next Wite chunk is used by the next READ or READLINK, and so on.

o If there are nore READ or READLI NK operations than Wite chunks,
then any renai ning operations MJST return their results inline.

o If an NFS client presents a Wite chunk, then the correspondi ng
READ or READLI NK operation MJST return its data by placing data
into that chunk.

o If the Wite chunk has zero RDVA segnents, or if the total size of
the segnents is zero, then the correspondi ng READ or READLI NK
operation MJST return its result inline.

The followi ng exanple shows a Wite list with three Wite chunks, A
B, and C. The server consumes the provided Wite chunks by witing
the results of the designated operations in the conpound request,
READ and READLI NK, back to each chunk.
Wite list:
A-->B-->C
NFS version 4 COVPOUND request:
PUTFH LOOKUP READ PUTFH LOOKUP READLI NK PUTFH LOOKUP READ
| | |

v v v
A B C
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If the client does not want to have the READLINK result returned
directly, it provides a zero-length array of segnent triplets for
buffer B or sets the values in the segnent triplet for buffer B to
zeros to indicate that the READLI NK result nust be returned inline.

Unli ke NFS versions 2 and 3, the maxi num size of an NFS version 4
COVPOUND i s not bounded. However, typical NFS version 4 clients
rarely issue such problematic requests. In practice, NFS version 4
clients behave in nmuch nore predictable ways. Rsize and wsize apply
to COVPOUND operations by capping the total anpbunt of data payl oad
all owed in each COWPOUND. An extension to NFS version 4 supporting a
conpr ehensi ve exchange of upper-|ayer nessage size paraneters is part
of [ RFC5661].

4. 2. NFS Version 4 Call backs

The NFS version 4 protocols support server-initiated call backs to
notify clients of events such as recalled del egations. There are no
DDP-eligible data itenms in callback protocols associated with
NFSv4. 0, NFSv4.1, or NFSv4. 2.

In NFS version 4.1 and 4.2, callback operations may appear on the
same connection as one used for NFS version 4 client requests. To
operate on RPC-over-RDMA transports, NFS version 4 clients and
servers MJST use the nmechani sm described in
[1-D.ietf-nfsvd-rpcrdma-bidirection].

5. | ANA Consi derati ons

NFS use of direct data placenent introduces a need for an additiona
NFS port nunber assignment for networks that share traditional UDP
and TCP port spaces with RDVA services. The i WARP [ RFC5041]

[ RFC5040] protocol is such an exanple (InfiniBand is not).

NFS servers for versions 2 and 3 [ RFC1094] [RFC1813] traditionally
listen for clients on UDP and TCP port 2049, and additionally, they
regi ster these with the portnapper and/or rpchbind [ RFC1833] service.
However, [RFC7530] requires NFS servers for version 4 to listen on
TCP port 2049, and they are not required to register

An NFS version 2 or version 3 server supporting RPC- over-RDVA on such
a network and registering itself with the RPC portmapper MAY choose
an arbitrary port, or MAY use the alternative well-known port nunber
for its RPC-over-RDVA service. The chosen port MAY be registered
with the RPC portmapper under the netid assigned by the requirenent
in[l-Dietf-nfsv4d-rfcb5666bis].
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8.

8.

An NFS version 4 server supporting RPC- over-RDVA on such a network
MUST use the alternative well-known port nunber for its RPC- over- RDVA
service. Cients SHOULD connect to this well-known port w thout
consulting the RPC portmapper (as for NFSv4/ TCP).

The port nunber assigned to an NFS service over an RPC-over- RDVA
transport is available fromthe | ANA port registry [RFC3232].

Security Considerations

The RDVA transport for RPC [I-D.ietf-nfsvd-rfc5666bis] supports all
RPC [ RFC5531] security nodels, including RPCSEC GSS [ RFC2203]
security and transport-level security. The choice of RDVA Read and
RDVA Wite to convey RPC argunent and results does not affect this,
since it only changes the nmethod of data transfer. Specifically, the
requirenents of [I-D.ietf-nfsv4-rfc5666bis] ensure that this choice
does not introduce new vul nerabilities.

Because this docunent defines only the binding of the NFS protocols
atop [I-D.ietf-nfsv4-rfc5666bis], all relevant security
consi derations are therefore to be described at that |ayer.
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