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1. Introduction

Thi s docunment obsol etes RFC 5666. However, the protocol specified by
this docunment is based on existing interoperating inplenentations of
t he RPC-over-RDVA Version One protocol

The new specification clarifies text that is subject to nmultiple
interpretations, and renoves support for uninplenmented RPC- over- RDVA
Versi on One protocol elenents. It nakes the role of Upper Layer

Bi ndings an explicit part of the protocol specification

In addition, this docunent introduces conventions that enable bi-
directional RPC-over-RDVA operation, enabling operation of NFSv4.1
[ RFC5661] on RDMA transports.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1.2. Renote Procedure Calls On RDVA Transports

Renote Direct Menory Access (RDMA) [ RFC5040] [RFC5041] [I1B] is a
techni que for noving data efficiently between end nodes. By
directing data into destination buffers as it is sent on a network,
and placing it via direct nmenmory access by hardware, the benefits of
faster transfers and reduced host overhead are obtai ned.

Open Network Conputing Renote Procedure Call (ONC RPC, or sinply,
RPC) [RFC5531] is a renote procedure call protocol that runs over a
variety of transports. Mst RPC inplenmentations today use UDP

[ RFCO768] or TCP [ RFC0793]. On UDP, RPC nessages are encapsul ated
i nsi de datagranms, while on a TCP byte stream RPC nessages are
delineated by a record nmarking protocol. An RDMVA transport al so
conveys RPC nessages in a specific fashion that nust be fully
described if RPC inplenentations are to interoperate.

RDVA transports present senmantics different fromeither UDP or TCP
They retain nmessage delineations |like UDP, but provide a reliable and
sequenced data transfer like TCP. They also provide an offl oaded
bul k transfer service not provided by UDP or TCP. RDMA transports
are therefore appropriately viewed as a new transport type by RPC
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In this context, the Network File System (NFS) protocols as described
in [ RFC1094], [RFC1813], [RFC7530], [RFC5661], and future NFSv4 n nor
verions are obvious beneficiaries of RDVA transports. A conplete
probl em statenment is discussed in [RFC5532], and NFSv4-rel ated issues
are discussed in [ RFC5661]. Many ot her RPC-based protocols can al so
benefit.

Al t hough the RDMA transport described here can provide relatively
transparent support for any RPC application, this docunment al so
descri bes nechani sns that can optim ze data transfer further, given
nore active participation by RPC applications.

Changes Since RFC 5666
1. Changes To The Specification

The follow ng alterations have been made to the RPC-over-RDVA Version
One specification. The section nunbers below refer to [ RFC5666] .

0 Section 2 has been expanded to introduce and explain key RPC, XDR
and RDMVA termi nol ogy. These ternms are now used consistently
t hroughout the specification. This change was necesssary because
implementers fanmiliar with RDVA are often not familiar with the
nmechani cs of RPC, and vice versa

0 Section 3 has been re-organized and split into sub-sections to
hel p readers | ocate specific requirenents and definitions.

0 Sections 4 and 5 have been conbined to inprove the organization of
this information.

o The XDR definition of RPC- over-RDVA Version One has been updat ed
(wi thout on-the-wire changes) to align with the terns and concepts
introduced in this docunent.

o The specification of the optional Connection Configuration
Prot ocol has been renoved fromthe specification, as there are no
known inpl erentations of this protocol

0 A section consolidating requirenents for Upper Layer Bindings has
been added.

0 A section discussing RPC over-RDVA protocol extensibility has been
added.
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2. Changes To The Protocol

Al t hough the protocol described herein interoperates with existing
i mpl enment ati ons of [ RFC5666], the foll owing changes have been nade
relative to the protocol described in that docunent:

0 Support for the Read-Read transfer nodel has been renoved. Read-
Read is a slower transfer nodel than Read-Wite, thus inplenenters
have chosen not to support it. Rempoval sinplifies explanatory
text, and support for the RDMA DONE procedure is no |onger
necessary.

0 The specification of RDMA MSGP in [ RFC5666] and current
i npl ementations of it are inconplete. Even if conpleted, benefit
for protocols such as NFSv4.0 [RFC7530] is doubtful. Therefore
the RDVA MSGP nessage type is no |onger supported

0 Technical errors with regard to handling RPC over- RDVMA header
errors have been corrected.

0 Specific requirenents related to handling XDR round-up and conpl ex
XDR data types have been added. Responders are now forbidden from
witing Wite chunk round-up bytes.

0 Explicit guidance is provided for sizing Wite chunks, nanagi ng
multiple chunks in the Wite list, and handling unused Wite
chunks.

0 Cear guidance about Send and Receive buffer size has been added.
Thi s enabl es better decisions about when to provide and use the
Reply chunk.

0 A section specifying bi-directional RPC operation on RPC over- RDVA
has been added. This enables the NFSv4.1 [ RFC5661] backchannel on
RPC- over - RDMA Version One transports when both endpoi nts support
the new functionality.

The protocol version nunber has not been changed because the protoco
specified in this docunent fully interoperates with inplenmentations
of the RPC-over-RDVA Version One protocol specified in [ RFC5666].
Ter m nol ogy

1. Rempte Procedure Calls

This section introduces key el ements of the Renpte Procedure Cal

[ RFC5531] and External Data Representation [ RFC4506] protocols, upon
whi ch RPC-over- RDMA Version One is constructed.
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3.1.1. Upper Layer Protocols

Renote Procedure Calls are an abstraction used to inplenent the
operations of an "Upper Layer Protocol,"” or ULP. The term Upper
Layer Protocol refers to an RPC Program and Version tuple, which is a
versi oned set of procedure calls that conprise a single well-defined
APl . One exanple of an Upper Layer Protocol is the Network File
System Version 4.0 [ RFC7530] .

3.1.2. Requesters And Responders

Li ke a local procedure call, every Renote Procedure Call (RPC) has a
set of "arguments" and a set of "results". A calling context is not
all owed to proceed until the procedure’s results are available to it.
Unli ke a local procedure call, the called procedure is executed

renotely rather than in the |ocal application s context.

The RPC protocol as described in [RFC5531] is fundanentally a
nmessage- passi ng protocol between one server and one or nore clients.
ONC RPC transactions are nade up of two types of nessages:

CALL Message
A CALL nessage, or "Call", requests that work be done. A Call is
desi gnated by the value zero (0) in the nessage’s nsg_type field.
An arbitrary unique value is placed in the nmessage’s xid field in
order to match this CALL nessage to a correspondi ng REPLY nessage.

REPLY Message
A REPLY nessage, or "Reply", reports the results of work requested
by a Call. A Reply is designated by the value one (1) in the
nmessage’'s nsg_type field. The value contained in the nessage’s
xid field is copied fromthe Call whose results are being
report ed.

The RPC client endpoint, or "requester", serializes an RPC Call’'s
argunents and conveys themto a server endpoint via an RPC Call
message. This nessage contains an RPC protocol header, a header
describing the requested upper |ayer operation, and all arguments.

The RPC server endpoint, or "responder", deserializes the argunents
and processes the requested operation. It then serializes the
operation’s results into another byte stream This byte streamis
conveyed back to the requester via an RPC Reply nmessage. This
message contai ns an RPC protocol header, a header describing the
upper layer reply, and all results.
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The requester deserializes the results and allows the original caller
to proceed. At this point the RPC transaction designated by the xid
in the Call nessage is conplete, and the xid is retired.

3.1.3. RPC Transports

The role of an "RPC transport"” is to nediate the exchange of RPC
messages between requesters and responders. An RPC transport bridges
the gap between the RPC nessage abstraction and the native operations
of a particular network transport.

RPC-over-RDVA is a connection-oriented RPC transport. Wen a
connection-oriented transport is used, requesters initiate transport
connections, while responders wait passively for incom ng connection
requests.

3.1.4. External Data Representation

One cannot assunme that all requesters and responders internally
represent data objects the same way. RPC uses eXternal Data
Representation, or XDR, to translate data types and serialize
argunents and results [ RFC4506].

The XDR protocol encodes data independent of the endi anness or size
of host-native data types, allow ng unanbi guous decodi ng of data on
the receiving end. RPC Prograns are specified by witing an XDR
definition of their procedures, argument data types, and result data
types.

XDR assunes that the nunmber of bits in a byte (octet) and their order
are the sane on both endpoints and on the physical network. The
smal l est indivisible unit of XDR encoding is a group of four octets
inlittle-endian order. XDR also flattens lists, arrays, and other
conpl ex data types so they can be conveyed as a stream of bytes

A serialized streamof bytes that is the result of XDR encoding is
referred to as an "XDR stream" A sendi ng endpoi nt encodes native
data into an XDR stream and then transmits that streamto a receiver.
A receiving endpoint decodes incomng XDR byte streans into its
native data representation format.

3.1.4.1. XDR Opaque Data

Sometines a data itemnust be transferred as-is, w thout encoding or
decoding. Such a data itemis referred to as "opaque data."” XDR
encodi ng pl aces opaque data itens directly into an XDR stream w t hout
altering their content in any way. Upper Layer Protocols or
applications performany needed data translation in this case.
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Exanpl es of opaque data itenms include the content of files, or
generic byte strings.

3.1.4.2. XDR Round-up

The nunber of octets in a variable-size opaque data item precedes
that itemin an XDR stream |If the size of an encoded data itemis
not a multiple of four octets, octets containing zero are added to
the end of the itemas it is encoded so that the next encoded data
itemstarts on a four-octet boundary. The encoded size of the item
is not changed by the addition of the extra octets, and the zero
bytes are not exposed to the Upper Layer

This technique is referred to as "XDR round-up,"” and the extra octets
are referred to as "XDR paddi ng"

3.2. Renote Direct Menory Access

RPC requesters and responders can be nade nore efficient if |large RPC
messages are transferred by a third party such as intelligent network
interface hardware (data novenent offload), and placed in the
receiver’'s nenory so that no additional adjustnent of data alignnent
has to be nade (direct data placenent). Renote Direct Menory Access
enabl es both optinizations.

3.2.1. Direct Data Pl acenent

Typically, RPC inplenentations copy the contents of RPC nessages into
a buffer before being sent. An efficient RPC inplenentation sends
bul k data without copying it into a separate send buffer first.

However, socket-based RPC i npl enentations are often unable to receive
data directly into its final place in nmenory. Receivers often need
to copy inconmng data to finish an RPC operation; sonetines, only to
adj ust data alignnent.

In this docunent, "RDMA" refers to the physical nechani sm an RDVA
transport utilizes when noving data. Although this may not be
efficient, before an RDVA transfer a sender may copy data into an
internmedi ate buffer before an RDVA transfer. After an RDVA transfer
a receiver may copy that data again to its final destination.

Thi s docunent uses the term"direct data placenment” (or DDP) to refer
specifically to an optim zed data transfer where it is unnecessary
for a receiving host’s CPU to copy transferred data to another
location after it has been received. Not all RDMA-based data
transfer qualifies as Direct Data Placenent, and DDP can be achieved
usi ng non- RDMA nechani sns.
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3.2. 2.

RDVA Transport Requirenents

The RPC-over-RDMA Version One protocol assumes the physical transport
provides the foll owing abstract operations. A nore conplete
di scussi on of these operations is found in [ RFC5040].

Regi stered Menory

Regi stered nmenory is a segnent of nenory that is assigned a
steering tag that tenporarily permts access by the RDVA provider
to performdata transfer operations. The RPC over-RDVA Version
One protocol assunes that each segnent of registered nenory MJST
be identified with a steering tag of no nore than 32 bits and
menory addresses of up to 64 bits in |ength.

RDVA Send

The RDVA provider supports an RDVA Send operation, with conpletion
signal ed on the receiving peer after data has been placed in a
pre-posted nmenory segment. Sends conplete at the receiver in the
order they were issued at the sender. The anount of data
transferred by an RDMA Send operation is limted by the size of
the renote pre-posted nmenory segnent.

RDVA Recei ve

The RDVA provi der supports an RDVA Receive operation to receive
data conveyed by incom ng RDMA Send operations. To reduce the
anount of menory that nust remain pinned awaiting inconing Sends,
the amobunt of pre-posted menory is limted. Flowcontrol to
prevent overrunni ng receiver resources is provided by the RDVA
consuner (in this case, the RPC- over-RDVA Version One protocol).

RDVA Wite

The RDVMA provider supports an RDVA Wite operation to directly
pl ace data in renmote menory. The local host initiates an RDVA
Wite, and conpletion is signaled there. No conpletion is
signaled on the renote. The |local host provides a steering tag,
menory address, and length of the remote’ s nenory segnent.

RDVMA Wites are not necessarily ordered with respect to one

anot her, but are ordered with respect to RDMA Sends. A subsequent
RDVA Send conpl etion obtained at the wite initiator guarantees
that prior RDOVA Wite data has been successfully placed in the
renote peer’s nenory.

RDVA Read

Lever,

The RDVA provider supports an RDMA Read operation to directly
pl ace peer source data in the read initiator’s nenory. The | ocal
host initiates an RDMA Read, and conpletion is signaled there; no
completion is signaled on the renote. The |ocal host provides
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4.

4.

steering tags, nmenory addresses, and a length for the renote
source and |l ocal destination nmenmory segments.

The renote peer receives no notification of RDVA Read conpl eti on.
The | ocal host signals conpletion as part of a subsequent RDVA
Send nmessage so that the renote peer can rel ease steering tags and
subsequently free associ ated source nmenory segnents.

The RPC-over-RDMA Version One protocol is designed to be carried over
RDVA transports that support the above abstract operations. This
protocol conveys to the RPC peer information sufficient for that RPC
peer to direct an RDVA | ayer to performtransfers containing RPC data
and to communicate their result(s). For exanple, it is readily
carried over RDMA transports such as Internet Wde Area RDVA Protocol
(1 WARP) [ RFC5040] [ RFC5041].

RPC- Over - RDVA Pr ot ocol Framewor k
1. Transfer Models

A "transfer nodel " designates which endpoint is responsible for
perform ng RDMA Read and Wite operations. To enable these
operations, the peer endpoint first exposes segnments of its nmenory to
t he endpoint perfornming the RDMA Read and Wite operations.

Read- Read
Request ers expose their nmenory to the responder, and the responder
exposes its nenory to requesters. The responder enpl oys RDVA Read
operations to pull RPC argunents or whole RPC calls fromthe
requester. Requesters enploy RDMA Read operations to pull RPC
results or whole RPC relies fromthe responder.

Wite-Wite
Request ers expose their nenory to the responder, and the responder
exposes its nenory to requesters. Requesters enploy RDVA Wite
operations to push RPC argunents or whole RPC calls to the
responder. The responder enploys RDVMA Wite operations to push
RPC results or whole RPC relies to the requester.

Read-Wite
Request ers expose their nenory to the responder, but the responder
does not expose its nenory. The responder enpl oys RDVA Read
operations to pull RPC argunents or whole RPC calls fromthe
requester. The responder enploys RDVMA Wite operations to push
RPC results or whole RPC relies to the requester.

Wit e- Read
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The responder exposes its nenory to requesters, but requesters do
not expose their nenory. Requesters enploy RDMA Wite operations
to push RPC argunents or whole RPC calls to the responder.
Request ers enpl oy RDVA Read operations to pull RPC results or
whole RPC relies fromthe responder.

[ RFC5666] specifies the use of both the Read-Read and the Read-Wite
Transfer Mdel. Al current RPC over-RDVA Version One

i npl ementations use only the Read-Wite Transfer Mdel. Therefore
the use of the Read-Read Transfer Mdel by RPC-over-RDVA Version One
i mpl ementations is no |l onger supported. Qher Transfer Mdels nmay be
used by a future version of RPC- over- RDVA.

4.2. Message Franing

On an RPC-over-RDVA transport, each RPC nessage is encapsul ated by an
RPC- over - RDMA nessage. An RPC-over- RDMA nessage consists of two XDR
streans.

RPC Payl oad Stream
The "Payl oad stream contains the encapsul ated RPC nmessage bei ng
transferred by this RPC-over-RDVA nessage. This stream al ways
begins with the XID field of the encapsul ated RPC nessage.

Transport-Specific Stream
The "Transport streant contains a header that describes and
controls the transfer of the Payload streamin this RPC over- RDVA
message. This header is anal ogous to the record narking used for
RPC over TCP but is nore extensive, since RDVA transports support
several nodes of data transfer.

Inits sinplest form an RPC- over-RDVA nessage consists of a
Transport stream followed i nmedi ately by a Payl oad stream conveyed
together in a single RDMA Send. To transnit |arge RPC nessages, a
conbi nati on of one RDVMA Send operation and one or nore RDVA Read or
Wite operations is enployed.

RPC- over - RDMA frami ng replaces all other RPC fram ng (such as TCP
record marking) when used atop an RPC-over-RDVA associ ation, even
when the underlying RDVA protocol may itself be |ayered atop a
transport with a defined RPC franming (such as TCP).

It is however possible for RPC-over-RDVA to be dynamically enabled in
the course of negotiating the use of RDVA via an Upper Layer Protocol
exchange. Because RPC framing delimts an entire RPC request or
reply, the resulting shift in fram ng nust occur between distinct RPC
messages, and in concert with the underlying transport.
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4.3. Managi ng Receiver Resources

It is critical to provide RDVA Send flow control for an RDVA
connection. |If no pre-posted receive buffer is |arge enough to
accept an incom ng RDVA Send, the RDVA Send operation fails. |If a
pre-posted receive buffer is not available to accept an inconmi ng RDVA
Send, the RDMA Send operation can fail. Repeated occurrences of such
errors can be fatal to the connection. This is a departure from
conventional TCP/IP networking where buffers are allocated
dynanmically as part of receiving nessages.

The | ongevity of an RDMA connection requires that sending endpoints
respect the resource linits of peer receivers. To ensure nessages
can be sent and received reliably, there are two operationa
paraneters for each connection

4.3.1. Credit Limt

The nunber of pre-posted RDVA Receive operations is sonetines
referred to as a peer’s "credit limt." Flowcontrol for RDVA Send
operations directed to the responder is inplenented as a sinple
request/grant protocol in the RPC over-RDVA header associated with
each RPC nessage. Section 5.2.3 has further detail.

0 The RPC-over-RDVA header for RPC Call messages contains a
requested credit value for the responder. This is the maxi num
nunber of RPC replies the requester can handle at once,

i ndependent of how many RPCs are in flight at that nonment. The
requester MAY dynamically adjust the requested credit value to
mat ch its expected needs.

0 The RPC-over-RDVA header for RPC Reply messages provides the
granted result. This is the maxi num nunber of RPC calls the
responder can handle at once, without regard to how nmany RPCs are
in flight at that nonent. The granted value MJST NOT be zero,
since such a value would result in deadlock. The responder MNAY
dynamically adjust the granted credit value to match its needs or
policies (e.g. to accomopdate the avail able resources in a shared
recei ve queue).

The requester MJST NOT send unacknow edged requests in excess of this
granted responder credit linmt. |If the limt is exceeded, the RDVA

| ayer may signal an error, possibly terminating the connection. |If
an RDMA | ayer error does not occur, the responder MAY handl e excess
requests or return an RPC | ayer error to the requester

While RPC calls conplete in any order, the current flow control limt
at the responder is known to the requester fromthe Send ordering
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properties. It is always the |lower of the requested and granted
credit values, mnus the nunber of requests in flight. Advertised
credit values are not altered when individual RPCs are started or
conpl et ed.

On occasion a requester or responder may need to adjust the anount of
resources available to a connection. \Wen this happens, the
responder needs to ensure that a credit increase is effected (i.e.
RDVA Receives are posted) before the next reply is sent.

Certain RDVA inplenmentations nmay i npose additional flow contro
restrictions, such as linits on RDMA Read operations in progress at
the responder. Accomodation of such restrictions is considered the
responsibility of each RPC-over-RDVMA Version One inplenentation

4,.3.2. Inline Threshold

A receiver’s "inline threshold" value is the |argest nessage size (in
octets) that the receiver can accept via an RDVA Recei ve operation
Each connection has two inline threshold val ues, one for each peer
receiver.

Unlike credit limts, inline threshold values are not advertised to
peers via the RPC over-RDVA Version One protocol, and there is no
provision for the inline threshold value to change during the
lifetime of an RPC-over-RDMA Version One connection

4,.3.3. Initial Connection State

When a connection is first established, peers night not know how nany
receive buffers the other has, nor how | arge these buffers are.

As a basis for an initial exchange of RPC requests, each RPC- over-
RDVA Versi on One connection provides the ability to exchange at |east
one RPC nessage at a tinme that is 1024 bytes in size. A responder
MAY exceed this basic |level of configuration, but a requester MJST
NOT assune nore than one credit is available, and MJUST receive a
valid reply fromthe responder carrying the actual nunber of

avail able credits, prior to sending its next request.

Recei ver inplenentations MJST support an inline threshold of 1024
bytes, but MAY support larger inline thresholds values. A nechanism
for discovering a peer’s inline threshold val ue before a connection
is established may be used to optimnmize the use of RDVMA Send
operations. |In the absense of such a nechani sm senders MJST assune
a receiver’'s inline threshold is 1024 bytes.
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4. 4. XDR Encoding Wth Chunks

When RDMA is avail able, during XDR encoding it can be determi ned that
an XDR data itemis large enough that it mght be nore efficient if
the transport placed the content of the data itemdirectly in the
receiver’'s nenory.

4.4.1. Reducing An XDR Stream

RPC- over - RDMA Ver si on One provides a nechani smfor noving part of an
RPC nessage via a data transfer separate froman RDVA Send/ Recei ve
The sender renoves one or nore XDR data itens fromthe Payl oad
stream They are conveyed via one or nore RDVA Read or Wite
operations. The receiver inserts the data itens into the Payl oad
stream before passing it to the Upper Layer

A contiguous piece of a Payload streamthat is split out and noved

via separate RDVA operations is known as a "chunk." A Payl oad stream
after chunks have been renoved is referred to as a "reduced" Payl oad
stream

4.4.2. DDP-Eligibility

Only an XDR data itemthat night benefit fromDirect Data Pl acenent
may be reduced. The eligibility of particular XDR data itens to be
reduced is not specified by this docunent.

To maintain interoperability on an RPC-over-RDVA transport, a
determ nati on nust be nade of which XDR data itens in each Upper
Layer Protocol are allowed to use Direct Data Placenent. Therefore
an additional specification is needed that describes how an Upper
Layer Protocol enables Direct Data Placenment. The set of
requirenents for an Upper Layer Protocol to use an RPC- over - RDVA
transport is known as an "Upper Layer Binding specification," or ULB

An Upper Layer Binding specification states which specific individua
XDR data itens in an Upper Layer Protocol MAY be transferred via
Direct Data Placenent. This docunment will refer to XDR data itens
that are permtted to be reduced as "DDP-eligible". Al other XDR
data itens MUST NOT be reduced. RPC-over-RDVA Version One uses RDVA
Read and Wite operations to transfer DDP-eligible data that has been
reduced.

Detail ed requirenents for Upper Layer Bindings are discussed in ful
in Section 8.
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4.4.3. RDVA Segnents

When encodi ng a Payl oad streamthat contains a DDP-eligible data
item a sender nmay choose to reduce that data item |t does not
place the iteminto the Payl oad stream |Instead, the sender records
in the RPC-over-RDVA header the actual address and size of the nmenory
region containing that data item

The requester provides location information for DDP-eligible data
itenms in both RPC Calls and Replies. The responder uses this
information to initiate RDMA Read and Wite operations to retrieve or
update the specified region of the requester’s nenory.

An "RDVA segment”, or a "plain segnent”, is an RPC- over- RDMA header
data object that contains the precise co-ordinates of a contiguous
menory region that is to be conveyed via one or nore RDVMA Read or
RDVA Wite operations. The following fields are contained in each
segnent .

oo e e o e e de e e Fe o Fe Fo de Fo Fo Fo Fo Fo o Fo o e Fo o e o o o o o+
| Handl e |
e e e e e e e e e e e o e Fo e o e e e e e e e e e e e e e o
| Lengt h |
o e e e e e e e e e e bo e o e o e e e e e e e e e e e e b e b

+ O fset +
B R e i s T e S T S S N e i i i S S S e T S

Handl e
Steering tag (STag) or handl e obtai ned when the segnent’s menory
is registered for RDMA. Al so known as an R key, this value is
generated by registering this nenory with the RDVA provider.

Length
The length of the menory segnment, in octets.

O fset
The of fset or begi nning nenory address of the segnent.

See [ RFC5040] for further discussion of the neaning of these fields.
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4.4.4. Chunks

In RPC-over-RDVA Version One, a "chunk” refers to a portion of the
Payl oad streamthat is noved via RDMA Read or Wite operations

Chunk data is renoved fromthe sender’s Payload stream transferred
by separate RDVA operations, and then re-inserted into the receiver’'s
Payl oad stream

Each chunk consists of one or nore RDVA segnments. Each segnent
represents a single contiguous piece of that chunk. Segnents MAY
di vide a chunk on any boundary that is convenient to the requester

Except in special cases, a chunk contains exactly one XDR data item
This makes it straightforward to renmove chunks from an XDR stream

wi t hout affecting XDR alignnment. Not every RPC- over-RDVMA nessage has
chunks associated with it.

4.4.4.1. Counted Arrays

If a chunk contains a counted array data type, the count of array

el ements MUST remain in the Payl oad stream while the array el ements
MUST be noved to the chunk. For exanple, when encodi ng an opaque
byte array as a chunk, the count of bytes stays in the Payl oad
stream while the bytes in the array are renoved fromthe Payl oad
stream and transferred within the chunk

Any byte count left in the Payl oad stream MJST match the sum of the
| engths of the segnments neking up the chunk. If they do not agree,
an RPC protocol encoding error results.

I ndi vidual array elenents appear in a chunk in their entirety. For
exanpl e, when encodi ng an array of arrays as a chunk, the count of
items in the enclosing array stays in the Payl oad stream but each
encl osed array, including its itemcount, is transferred as part of
t he chunk.

4.4.4.2. Optional -data
If a chunk contains an optional -data data type, the "is present”
field MUST remain in the Payl oad stream while the data, if present,
MUST be noved to the chunk.

4.4.4.3. XDR Uni ons

A uni on data type should never be nmade DDP-eligi ble, but one or nore
of its arns nay be DDP-eligible.
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4.4.5. Read Chunks

A "Read chunk"” represents an XDR data itemthat is to be pulled from
the requester to the responder usi ng RDVA Read operations

A Read chunk is a list of one or nore RDVA segnents. Each RDVA
segment in a Read chunk is a plain segnent which has an additiona
Position field.

T I i S e i i S S S i i S S e T
| Posi tion |
T S S S S S ik i S S S e
| Handl e [
B S T S T S i i S s S S S S
[ Lengt h |
B i i i S S S e it £l i S S S S S S S St S T

I I
+ O fset +
I I
B i S S T s i S T st i S S S S S S S S i
Posi ti on
The byte offset in the Payl oad stream where the receiver re-
inserts the data item conveyed in a chunk. The Position val ue
MUST be conputed fromthe begi nning of the Payload stream which

begins at Position zero. Al RDVA segnents belonging to the sane
Read chunk have the sane value in their Position field.

Whi |l e constructing an RPC-over-RDVA Call nessage, a requester
regi sters nenory segnents containing data in Read chunks. It
adverti ses these chunks in the RPC over-RDVA header of the RPC Call

After receiving an RPC Call sent via an RDMA Send operation, a
responder transfers the chunk data fromthe requester usi ng RDMA Read
operations. The responder reconstructs the transferred chunk data by
concatenating the contents of each segnent, in list order, into the
recei ved Payl oad stream at the Position value recorded in the
segnent .

Put anot her way, a receiver inserts the first segment in a Read chunk
into the Payl oad streamat the byte offset indicated by its Position
field. Segnents whose Position field value match this offset are
concatenated afterwards, until there are no nore segments at that
Position value. The next XDR data itemin the Payl oad stream
fol | ows.
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4.4.5.1. Read Chunk Round-up

4.4

4.4,

Lev

XDR requires each encoded data itemto start on four-byte alignnment.
When an odd-length data itemis encoded, its length is encoded
literally, while the data is padded so the next data itemin the XDR
stream can start on a four-byte boundary. Receivers ignore the
content of the pad bytes.

After an XDR data item has been reduced, all data itens remaining in
the Payl oad stream nust continue to adhere to these padding
requirenents. Thus when an XDR data itemis noved fromthe Payl oad
streaminto a Read chunk, the requester MJST renmove XDR paddi ng for
that data itemfromthe Payload streamas well.

The length of a Read chunk is the sumof the lengths of the read

segnents that conprise it. |If this sumis not a nultiple of four
the requester MAY choose to send a Read chunk w thout any XDR
padding. |If the requester provides no actual round-up in a Read

chunk, the responder MJST be prepared to provide appropriate round-up
in the reconstructed call XDR stream

The Position field in a read segnent indicates where the containing
Read chunk starts in the Payload stream The value in this field
MUST be a nultiple of four. Mreover, all segnents in the sanme Read
chunk share the sanme Position value, even if one or nore of the
segnments have a non-four-byte aligned | ength.

.5.2. Decoding Read Chunks

Whi | e decoding a received Payl oad stream whenever the XDR offset in
the Payl oad stream matches that of a Read chunk, the transport
initiates an RDMA Read to pull the chunk’s data content into

regi stered menory on the responder

The responder acknow edges its conpletion of use of Read chunk source
buffers when it sends an RPC Reply to the requester. The requester
may then rel ease Read chunks advertised in the request.

6. Wite Chunks

A "Wite chunk" represents an XDR data itemthat is to be pushed from
a responder to a requester using RDMA Wite operations

A Wite chunk is an array of one or nore plain RDMA segnents. Wite
chunks are provided by a requester |ong before the responder has
prepared the reply Payload stream Therefore RDVA segnents in a
Wite chunk do not have a Position field.
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Whil e constructing an RPC Call nessage, a requester also prepares
menory regions to catch DDP-eligible reply data items. A requester
does not know the actual length of the result data itemto be
returned, thus it MJST register a Wite chunk | ong enough to
acconmnodat e t he maxi num possi bl e size of the returned data item

A responder copies the requester-provided Wite chunk segnments into
the RPC-over-RDMA header that it returns with the reply. The
responder MJST NOT change the nunber of segnents in the Wite chunk

The responder fills the segnents in array order until the data item
has been conpletely witten. The responder updates the segnent
length fields to reflect the actual anount of data that is being
returned in each segnent. |If a Wite chunk segment is not filled by
the responder, the updated | ength of the segment SHOULD be zero.

The responder then sends the RPC Reply via an RDVA Send operation
After receiving the RPC Reply, the requester reconstructs the
transferred data by concatenating the contents of each segnent, in
array order, into RPC Reply XDR stream

4.4.6.1. Wite Chunk Round-up

XDR requires each encoded data itemto start on four-byte alignnent.
When an odd-length data itemis encoded, its length is encoded
literally, while the data is padded so the next data itemin the XDR
stream can start on a four-byte boundary. Receivers ignore the
content of the pad bytes.

After a data itemis reduced, data itens remaining in the Payl oad
stream nmust continue to adhere to these padding requirenments. Thus
when an XDR data itemis nmoved froma reply Payload streaminto a
Wite chunk, the responder MJST renove XDR padding for that data item
fromthe reply Payl oad streamas well.

A requester SHOULD NOT provide extra length in a Wite chunk to
acconmodat e XDR pad bytes. A responder MJUST NOT wite XDR pad bytes
for a Wite chunk

4.4.6.2. Unused Wite Chunks

There are occasi ons when a requester provides a Wite chunk but the
responder does not use it.

For exanple, an Upper Layer Protocol may define a union result where
some arns of the union contain a DDP-eligible data item while other
arms do not. The requester is required to provide a Wite chunk in
this case, but if the responder returns a result that uses an arm of
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the union that has no DDP-eligible data item the Wite chunk remains
unused.

When form ng an RPC-over-RDVA Reply nmessage with an unused Wite
chunk, the responder MJUST set the length of all segnents in the chunk
to zero.

Unused wite chunks, or unused bytes in wite chunk segnents, are not
returned as results. Their nenory is returned to the Upper Layer as
part of RPC conpletion. However, the RPC | ayer MJST NOT assune that
the buffers have not been nodified.

4.5. Message Size

A receiver of RDVMA Send operations is required by RDVA to have
previously posted one or nore adequately sized buffers. Menory
savi ngs can be achi eved on both requesters and responders by | eaving
the inline threshold small. However, not all RPC nessages are small.

4.5.1. Short Messages

RPC nessages are frequently snmaller than typical inline thresholds.
For exanple, the NFS version 3 GETATTR request is only 56 bytes: 20
byt es of RPC header, plus a 32-byte file handl e argunent and 4 bytes
for its length. The reply to this conmon request is about 100 bytes.

Since all RPC nessages conveyed via RPC-over-RDVA require an RDVA
Send operation, the nost efficient way to send an RPC nessage that is
smal ler than the receiver’'s inline threshold is to append the Payl oad
streamdirectly to the Transport stream An RPC- over- RDMA header
with a small RPC Call or Reply nessage imediately following is
transferred using a single RDMA Send operation. No RDVA Read or
Wite operations are needed.

4.5.2. Chunked Messages

If DDP-eligible data itens are present in a Payload stream a sender
MAY reduce the Payl oad stream and use RDMA Read or Wite operations
to nove the reduced data itens. The Transport streamwth the
reduced Payl oad streamimediately following is transferred using a
singl e RDMA Send operation

After receiving the Transport and Payl oad streans of a Chunked RPC-
over-RDVA Call message, the responder uses RDVA Read operations to
nmove reduced data itenms in Read chunks. Before sending the Transport
and Payl oad streans of a Chunked RPC-over-RDVA Reply nessage, the
responder uses RDVA Wite operations to nove reduced data itens in
Wite and Reply chunks.
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4.5.3. Long Messages

When a Payl oad streamis larger than the receiver’s inline threshold,
the Payl oad streamis reduced by renoving DDP-eligible data itens and

pl acing themin chunks to be noved separately. |f there are no DDP-
eligible data itens in the Payload stream or the Payload streamis
still too large after it has been reduced, the RDVA transport MJST

use RDVA Read or Wite operations to convey the Payl oad stream
itself. This mechanismis referred to as a "Long Message.”

To transnmt a Long Message, the sender conveys only the Transport
streamwith an RDVA Send operation. The Payload streamis not
included in the Send buffer in this instance. Instead, the requester
provi des chunks that the responder uses to nove the Payl oad stream

Long RPC Cal |
To send a Long RPC-over-RDVA Call nessage, the requester provides
a special Read chunk that contains the RPC Call’s Payl oad stream
Every segnment in this Read chunk MJUST contain zero in its Position
field. Thus this chunk is known as a "Position Zero Read chunk."

Long RPC Reply
To send a Long RPC-over-RDVA Reply nessage, the requester provides
a single special Wite chunk in advance, known as the "Reply
chunk"”, that will contain the RPC Reply’s Payl oad stream The
requester sizes the Reply chunk to accomopdat e the naxi mum
expected reply size for that Upper Layer operation.

Though the purpose of a Long Message is to handl e | arge RPC nessages,
requesters MAY use a Long Message at any tine to convey an RPC Call.
Responders MJST send a Long reply whenever a Reply chunk has been
provi ded by a requester.

Because t hese speci al chunks contain a whole RPC nessage, any XDR
data item MAY appear in one of these special chunks w thout regard to
its DDP-eligibility. DDP-eligible data itens MAY be renpved from

t hese special chunks and conveyed via normal chunks, but non-eligible
data itenms MJST NOT appear in normal chunks.

5. RPC-Over-RDMA | n Qperation

Every RPC-over-RDVA Version One nessage has a header that includes a
copy of the nessage’s transaction |ID, data for managi ng RDVA fl ow
control credits, and lists of RDVA segnents used for RDMA Read and
Wite operations. All RPC over-RDVA header content is contained in
the Transport stream and thus MJUST be XDR encoded.
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RPC nmessage | ayout is unchanged fromthat described in [ RFC5531]
except for the possible reduction of data itenms that are nmoved by
RDVA Read or Wite operations.

5.1. XDR Protocol Definition

Code conponents extracted fromthis document rust include the
followi ng license boil erplate.

<CODE BEG NS>

/
Copyright (c) 2010, 2015 I ETF Trust and the persons
identified as authors of the code. All rights reserved.

The aut hors of the code are:
B. Callaghan, T. Tal pey, and C. Lever.

Redi stribution and use in source and binary forns, with
or without nodification, are permtted provided that the
followi ng conditions are net:

- Redistributions of source code nust retain the above
copyright notice, this list of conditions and the
foll owi ng discl ai ner.

- Redistributions in binary form nust reproduce the above
copyright notice, this list of conditions and the
followi ng disclainer in the docunentati on and/or other
materials provided with the distribution

- Neither the nanme of Internet Society, |ETF or |IETF
Trust, nor the names of specific contributors, may be
used to endorse or pronote products derived fromthis
software wi thout specific prior witten perm ssion

TH' S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS
AND CONTRI BUTORS "AS |'S" AND ANY EXPRESS OR | MPLI ED
WARRANTI ES, | NCLUDI NG BUT NOT LIMTED TO THE

| MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS
FOR A PARTI CULAR PURPOSE ARE DI SCLAI MED. | N NO
EVENT SHALL THE COPYRI GHT OWNER OR CONTRI BUTORS BE
LI ABLE FOR ANY DI RECT, | NDI RECT, | NClI DENTAL, SPECI AL,
EXEMPLARY, OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT
NOT LIM TED TGO, PROCUREMENT OF SUBSTI TUTE GOODS OR
SERVI CES; LOSS OF USE, DATA, OR PROFITS; OR BUSI NESS
| NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF

L S T T T S T R R R R S R B R
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LI ABI LI TY, WHETHER | N CONTRACT, STRI CT LI ABILITY,
OR TORT (| NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SI NG
IN ANY WAY OQUT OF THE USE OF TH S SOFTWARE, EVEN I F
ADVI SED OF THE PGSSI BI LI TY OF SUCH DAMAGE

* Ok Ok Ok

/

struct rpcrdmal_segnent {
ui nt 32 rdna_handl e;
ui nt 32 rdma_| engt h;
ui nt 64 rdma_of f set;

H
struct rpcrdmal_read_segnent {
ui nt 32 rdma_position
struct rpcrdmal_segnent rdre_target;
b

struct rpcrdnmal _read list {
struct rpcrdmal_read_segnent rdma_entry;
struct rpcrdmal_read_li st *rdma_next;

struct rpcrdnmal _wite_chunk {
struct rpcrdnmal_segnent rdme_target <>;

struct rpcrdmal_wite |ist {
struct rpcrdnmal wite chunk rdma_entry;
struct rpcrdnmal wite |list *rdma_next;

b

struct rpcrdmal_header {
ui nt 32 rdma_xi d;
ui nt 32 rdnma_vers
ui nt 32 rdnma_credit;
rpcrdmal_body rdma_body;

b

enum rpcrdmal_proc {
RDVA_MSG = 0
RDVA_NOVBG = 1,
RDVA MSGP = 2, [/* Reserved */
RDMA DONE = 3, /* Reserved */
RDVA ERROR =

b

struct rpcrdmal_chunks {
struct rpcrdnal_read |i st *rdma_reads;
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struct rpcrdmal wite list *rdma_wites;
struct rpcrdmal wite_chunk *rdma_reply;

H

enum rpcrdnmal_errcode {
RDMA ERR VERS = 1,
RDMA ERR CHUNK = 2
b

union rpcrdnmal_error switch (rpcrdmal_errcode rdma_err) {
case RDVA ERR VERS:
ui nt 32 rdma_vers_| ow;
ui nt 32 rdra_ver s_hi gh;
case RDMA ERR CHUNK:
voi d;

b

uni on rpcrdmal_body switch (rpcrdmal_proc rdna_proc) {
case RDVA_MSG
case RDVA NOVBG
rpcrdmal_chunks rdma_chunks;
case RDVA MSGP:
ui nt 32 rdma_al i gn;
ui nt 32 rdma_t hresh;
rpcrdmal_chunks rdma_achunks;
case RDVA DONE:
voi d;
case RDVA ERRCR
rpcrdmal_error rdna_error;

b
<CODE ENDS>

5.2. Fixed Header Fields

The RPC-over- RDMA header begins with four fixed 32-bit fields that
control the RDMA interaction. These four fields, which nust remain
with the sane neanings and in the sane positions in all subsequent
versi ons of the RPC-over-RDVA protocol, are described bel ow
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5.

5.

5.
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| Credit Val ue |
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| Procedur e Number |
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2.1. Transaction ID (Xl D)

The XID generated for the RPC Call and Reply. Having the XID at a
fixed location in the header nakes it easy for the receiver to
establish context as soon as each RPC-over-RDVA nessage arrives.
This XID MJUST be the sane as the XID in the RPC nessage. The

recei ver MAY performits processing based solely on the XIDin the
RPC- over - RDMA header, and thereby ignore the XID in the RPC nessage,
if it so chooses.

2.2. Version Nunber

For RPC-over-RDVA Version One, this field MUST contain the val ue one
(1). Rules regarding changes to this transport protocol version
nunber can be found in Section 9.2.

2.3. Credit Value

When sent in an RPC Call nessage, the requested credit value is
provided. Wen sent in an RPC Reply nmessage, the granted credit
value is returned. RPC Calls SHOULD NOT be sent in excess of the
currently granted limt. Further discussion of how the credit val ue
is determ ned can be found in Section 4.3.

2.4. Procedure nunber

o RDVA MSG = 0 indicates that chunk lists and a Payl oad stream
follow The format of the chunk lists is discussed bel ow.

o RDVA NOVSG = 1 indicates that after the chunk lists there is no
Payl oad stream In this case, the chunk lists provide information
to allow the responder to transfer the Payl oad stream usi ng RDVA
Read or Wite operations.

o RDVA MSGP = 2 is reserved.

o RDVA DONE = 3 is reserved.
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o RDVA ERROR = 4 is used to signal an encoding error in the RPC
over - RDMA header.

An RDVA MSG procedure conveys the Transport stream and the Payl oad
streamvia an RDVA Send operation. The Transport stream contains the
four fixed fields, followed by the Read and Wite lists and the Reply
chunk, though any or all three MAY be narked as not present. The
Payl oad streamthen follows, beginning with its XID field. If a Read
or Wite chunk list is present, a portion of the Payl oad stream has
been excised and is conveyed separately via RDVA Read or Wite
operations.

An RDMA_NOMSG procedure conveys the Transport streamvia an RDVA Send
operation. The Transport stream contains the four fixed fields,

foll owed by the Read and Wite chunk lists and the Reply chunk

Though any of these MAY be marked as not present, one MJST be present
and MUST hold the Payl oad stream for this RPC over-RDVA nessage. |If
a Read or Wite chunk list is present, a portion of the Payl oad
stream has been excised and is conveyed separately via RDVMA Read or
Wite operations.

An RDVA ERROR procedure conveys the Transport streamvia an RDVA Send
operation. The Transport stream contains the four fixed fields,
followed by formatted error information. No Payload streamis
conveyed in this type of RPC- over-RDVMA nessage

A gather operation on each RDMA Send operation can be used to conbine
the Transport and Payl oad streans, which nmight have been constructed
in separate buffers. However, the total |ength of the gathered send
buf fers MJST NOT exceed the peer receiver’s inline threshold.

5.3. Chunk Lists

The chunk lists in an RPC-over-RDVMA Version One header are three XDR
optional -data fields that follow the fixed header fields in RDVA MSG
and RDMA NOVBG procedures. Read Section 4.19 of [RFC4506] carefully
to understand how optional -data fields work. Exanples of XDR encoded
chunk lists are provided in Section 5.7 as an aid to understandi ng.

5.3.1. Read List

Each RDVA MSG or RDMA NOVSG procedure has one "Read list." The Read
list is alist of zero or nore Read segnments, provided by the
requester, that are grouped by their Position fields into Read
chunks. Each Read chunk advertises the |ocation of argunent data the
responder is to retrieve via RDVA Read operations. The requester has
renoved the data in these chunks fromthe call’'s Payl oad stream
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Via a Position Zero Read Chunk, a requester may provide an RPC Call
message as a chunk in the Read |ist.

If the RPC Call has no argunment data that is DDP-eligible and the
Position Zero Read Chunk is not being used, the requester |eaves the
Read |ist enpty.

5.3.2. Wite List

Each RDVA MSG or RDMA NOVSG procedure has one "Wite list." The
Wite list is alist of zero or nore Wite chunks, provided by the
requester. Each Wite chunk is an array of RDMA segnments, thus the
Wite list is alist of counted arrays. Each Wite chunk advertises
receptacles for DDP-eligible data to be pushed by the responder via
RDVA Wite operations. |If the RPC Reply has no possible DDP-eligible
result data itens, the requester |eaves the Wite list enpty.

*** This section needs to specify when a requester nust provide Wite
chunks, and how many chunks mnust be provided. ***

Wen a Wite list is provided for the results of an RPC Call, the
responder MJUST provide data corresponding to DDP-eligible XDR data
itens via RDVMA Wite operations to the nmenory referenced in the Wite
list. The responder renoves the data in these chunks fromthe
reply’s Payl oad stream

When multiple Wite chunks are present, the responder fills in each
Wite chunk with a DDP-eligible result until either there are no nore
results or no nore Wite chunks. The requester nmay not be able to
predi ct which DDP-eligible data item goes in which chunk. Thus the
requester is responsible for allocating and registering Wite chunks
| arge enough to acconmpdate the |argest XDR data itemthat nmight be
associ ated with each chunk in the list.

The RPC Reply conveys the size of result data items by returning each
Wite chunk to the requester with the segnent lengths rewitten to
mat ch the actual data transferred. Decoding the reply therefore
performs no | ocal data copying but merely returns the | ength obtained
fromthe reply.

Each decoded result consunmes one entry in the Wite list, which in
turn consists of an array of RDVA segnents. The length of a Wite
chunk is therefore the sumof all returned lengths in all segnents
conprising the corresponding list entry. As each Wite chunk is
decoded, the entire Wite list entry is consuned.

A requester constructs the Wite list for an RPC transaction before
the responder has fornulated its reply. Wen there is only one DDP-
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eligible result data item the requester inserts only a single Wite
chunk in the Wite list. |If the responder popul ates that chunk with
data, the requester knows with certainty which result data itemis
contained init.

However, Upper Layer Protocol procedures may allow replies where nore
than one result data itemis DDP-eligible. For exanple, an NFSv4
COVPOUND procedure is conposed of individual NFSv4 operations, nore
than one of which may have a reply containing a DDP-eligible result.

As stated above, when nultiple Wite chunks are present, the
responder reduces DDP-eligible result until either there are no nore
results or no nore Wite chunks. Then, as the requester decodes the
reply Payload stream it is clear fromthe contents of the reply

whi ch Wite chunk contains which data item

5.3.3. Reply Chunk

Each RDVA MSG or RDMA NOVSG procedure has one "Reply chunk." The
Reply chunk is a Wite chunk, provided by the requester. The Reply
chunk is a single counted array of RDVA segnents

A requester MJST provide a Reply chunk whenever the maxi num possi bl e

size of the reply is larger than its own inline threshold. The Reply
chunk MUST be | arge enough to contain a Payl oad stream ( RPC nessage)

of this maxi numsize. |If the actual reply Payload streamis smaller

than the requester’s inline threshold, the responder MAY return it as
a Short nessage rather than using the Reply chunk

5.4. Menory Registration

RDVA requires that data is transferred between only registered nenory
segnents at the source and destination. All protocol headers as well
as separately transferred data chunks nust reside in registered
nenory.

Since the cost of registering and de-regi stering nenory can be a
significant proportion of the RDMA transaction cost, it is inportant
to mnimze registration activity. For nenory that is targeted by
RDVA Send and Recei ve operations, a local-only registration is
sufficient and can be left in place during the life of a connection
wit hout any risk of data exposure.

5.4.1. Registration Longevity
Data transferred via RDVA Read and Wite can reside in a nenory

all ocation not in the control of the RPC-over-RDVA transport. These
menory allocations can persist outside the bounds of an RPC
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transaction. They are registered and invalidated as needed, as part
of each RPC transaction

The requester endpoint nust ensure that nenory segnents associ ated
with each RPC transaction are properly fenced fromresponders before
al | omi ng Upper Layer access to the data contained in them Moreover
the requester nust not access these nmenmory segnments while the
responder has access to them

This includes segnents that are associated with canceled RPCs. A
responder cannot know that the requester is no longer waiting for a
reply, and m ght proceed to read or even update menory that the
requester night have rel eased for other use.

5.4.2. Communicating DDP-Eligibility

The interface by which an Upper Layer Protocol inplenentation
communi cates the eligibility of a data itemlocally to its |ocal RPC
over- RDMA endpoint is not described by this specification

Dependi ng on the inplenmentation and constraints inposed by Upper
Layer Bindings, it is possible to inplenent reduction transparently
to upper layers. Such inplenentations may | ead to inefficiencies,

ei ther because they require the RPC | ayer to perform expensive
registration and de-registration of nenory "on the fly", or they may
require using RDMA chunks in reply messages, along with the resulting
addi ti onal handshaking with the RPC- over- RDVA peer

However, these issues are internal and generally confined to the

| ocal interface between RPC and its upper layers, one in which

i npl ementations are free to innovate. The only requirenment is that
the resulting RPC- over-RDVA protocol sent to the peer is valid for
t he upper |ayer.

5.4.3. Registration Strategies

The choi ce of which menory registration strategies to enploy is |eft
to requester and responder inplenenters. To support the w dest array
of RDMA inplenentations, as well as the nost general steering tag
schene, an Ofset field is included in each segnent.

Whi | e zero-based offset schemes are avail able in nany RDVA

i mpl emrent ations, their use by RPC requires individual registration of
each segnment. For such inplenmentations, this can be a significant
overhead. By providing an offset in each chunk, many pre-
registration or region-based registrations can be readily supported.
By using a single, universal chunk representation, the RPC over- RDVA
protocol inplenmentation is sinplified to its nost general form
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5.

5.

5.

5.

5.

5.

Error Handling

A receiver perfornms basic validity checks on the RPC- over-RDVA header
and chunk contents before it passes the RPC nessage to the RPC
consunmer. |If errors are detected in an RPC-over- RDMA header, an
RDVA ERROR procedure MJST be generated. Because the transport |ayer
may not be aware of the direction of a problematic RPC nessage, an
RDMA _ERROR procedure MAY be generated by either a requester or a
responder.

To forman RDVA ERROR procedure: The rdma_xid field MJUST contain the
sane XID that was in the rdma_xid field in the failing request; The
rdma_vers field MJUST contain the sane version that was in the
rdma_vers field in the failing request; The rdma_proc field MJST
contain the value RDMA ERROR; The rdma_err field contains a val ue
that reflects the type of error that occurred, as described bel ow

An RDVA ERROR procedure indicates a permanent error. Wen receiving
an RDVA ERROR procedure, a requester should attenpt to terminate the
RPC transaction if it recognizes the XIDin the reply’'s rdma_xid
field, and return an error to the application to prevent retrying the
failed RPC transaction.

To avoid an infinite | oop, a receiver should drop an RDMA_ERROR
procedure that is malforned.

1. Header Version M smatch

Wien a receiver detects an RPC-over- RDMA header version that it does
not support (currently this docunent defines only Version One), it
MUST reply with an RDMA ERROR procedure and set the rdma_err value to
RDMA _ERR VERS, al so providing the I ow and high inclusive version
nunbers it does, in fact, support.

2. XDR Errors

A receiver might encounter an XDR parsing error that prevents it from
processing the incomng Transport stream Exanples of such errors
include an invalid value in the rdma_proc field, an RDVA NOVSEG
message that has no chunk lists, or the contents of the rdna_xid
field mght not match the contents of the XID field in the

acconpanyi ng RPC nessage. |If the rdnma_vers field contains a

recogni zed val ue, but an XDR parsing error occurs, the responder MJST
reply with an RDMA ERROR procedure and set the rdna_err value to
RDVA_ERR_CHUNK.

When a responder receives a valid RPC over-RDVA header but the
responder’s Upper Layer Protocol inplenentation cannot parse the RPC
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argunents in the RPC Call nessage, the responder SHOULD return a
RPC_GARBAGEARGS reply, using an RDVMA MSG procedure. This type of
parsing failure mght be due to m smatches between chunk sizes or
of fsets and the contents of the Payload stream for exanple. A
responder MAY al so report the presence of a non-DDP-eligible data
itemin a Read or Wite chunk usi ng RPC_GARBAGEARGS

5.5.3. Responder Operational Errors

Probl ens can arise as a responder attenpts to use requester-provided
resources for RDMA Read or Wite operations. For exanple:

0 Chunks can be validated only by using their contents to form RDVA
Read or Wite operations. |f chunk contents are invalid (say, a
segnment is no |longer registered, or a chunk length is too long), a
Renpte Access error occurs

o If a requester’s receive buffer is too small, the responder’s Send
operation conpletes with a Local Length Error

o If the requester-provided Reply chunk is too small to accommodate
a large RPC Reply, a Renpte Access error occurs. A responder can
detect this problembefore attenpting to wite past the end of the
Reply chunk.

Operational errors are typically fatal to the connection. To avoid a
retransm ssion | oop and repeated connection | oss that deadl ocks the
connection, once the requester has re-established a connection, the
responder should send an RDVA ERROR reply with an rdma_err val ue of
RDMA ERR CHUNK to indicate that no RPC-level reply is possible for
that Xl D.

5.5.4. RDMA Transport Errors

The RDVA connection and physical |ink provide sonme degree of error
detection and retransm ssion. i WARP' s Marker PDU Aligned (MPA) |ayer
(when used over TCP), Stream Control Transmi ssion Protocol (SCTP), as
well as the InfiniBand link layer all provide Cyclic Redundancy Check
(CRC) protection of the RDVA payl oad, and CRC-cl ass protection is a
general attribute of such transports.

Additionally, the RPC | ayer itself can accept errors fromthe |ink
| evel and recover via retransmi ssion. RPC recovery can handl e
compl ete | oss and re-establishnent of the link

The details of reporting and recovery from RDVA |ink |ayer errors are
outside the scope of this protocol specification. See Section 10 for
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further discussion of the use of RPC-level integrity schenmes to
detect errors.

5.6. Protocol Elenents No Longer Supported

The follow ng protocol elenents are no |onger supported in RPC- over-
RDVA Version One. Related enum values and structure definitions
remain in the RPC over-RDVA Version One protocol for backwards
compatibility.

5.6.1. RDVA MBGP

The specification of RDVA MSGP in Section 3.9 of [RFC5666] is
inconplete. To fully specify RDMA MSGP woul d require

0 Updating the definition of DDP-eligibility to include data itens
that may be transferred, with padding, via RDVA MSGP procedures

0 Adding full operational descriptions of the alignment and
threshold fields

o Discussing how alignment preferences are conmnuni cated between two
peers w thout using CCP

0 Describing the treatnment of RDMA MSGP procedures that convey Read
or Wite chunks

The RDVA MSGP nessage type is beneficial only when the padded data
payl oad is at the end of an RPC nessage’s argunent or result |ist.
This is not typical for NFSv4 COMPOUND RPCs, which often include a
GETATTR operation as the final elenment of the conmpound operation
array.

Wthout a full specification of RDMA MSGP, there has been no fully
i npl emented prototype of it. Wthout a conplete prototype of

RDVMA MSGP support, it is difficult to assess whether this protoco
el ement has benefit, or can even be made to work interoperably.

Therefore, senders MJUST NOT send RDVA MSGP procedures. Wen

recei ving an RDMA MSGP procedure, receivers SHOULD reply with an

RDVA ERROR procedure, setting the rdma_err field to RDVA ERR CHUNK.
5.6.2. RDVA_DONE

Because no i npl enentati on of RPC-over-RDVA Version One uses the Read-
Read transfer nodel, there is never a need to send an RDVA DONE
procedur e.
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Theref ore, senders MJUST NOT send RDMA_DONE nessages. Wen receiving
an RDMA DONE procedure, receivers SHOULD reply with an RDMA_ERROR
procedure, setting the rdma_err field to RDVA ERR CHUNK.

5.7. XDR Exanpl es

RPC- over - RDVA chunk |ists are conplex data types. |In this appendix,
illustrations are provided to help readers grasp how chunk lists are
represented inside an RPC- over- RDMA header

An RDVA segnent is the sinplest conponent, being made up of a 32-bit
handle (H), a 32-bit length (L), and 64-bits of offset (00 . Once
flattened into an XDR stream RDMA segnents appear as

HLOO

A Read segnent has an additional 32-bit position field. Read
segnments appear as

PHLOO

A Read chunk is a list of Read segnents. Each segnent is preceded by
a 32-bit word containing a one if there is a segnent, or a zero if
there are no nore segnents (optional-data). In XDR form this would
| ook |ike

1 PHLOO 1 PHLOO 1 PHLOO O

where P would hold the sanme val ue for each segnent belonging to the
same Read chunk.

The Read List is also a list of Read segnents. 1In XDR form this
woul d I ook |ike a Read chunk, except that the P values could vary
across the list. An enpty Read List is encoded as a single 32-bit
zero.

One Wite chunk is a counted array of segments. In XDR form the
count woul d appear as the first 32-bit word, followed by an HLOO for
each el enment of the array. For instance, a Wite chunk with three
el ements woul d | ook |ike
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3 HLOO HLOO HLOO

The Wite List is a list of counted arrays. In XDR form this is a
conbi nation of optional-data and counted arrays. To represent a
Wite List containing a Wite chunk with three segnents and a Wite
chunk with two segnents, XDR woul d encode

1 3 HLOO HLOO HLGO 1 2 HLOO HLOO 0

An enmpty Wite List is encoded as a single 32-bit zero.

The Reply chunk is a Wite chunk. Since it is an optional -data
field, however, there is a 32-bit field in front of it that contains
a one if the Reply chunk is present, or a zero if it is not. After
encodi ng, a Reply chunk with 2 segnents would | ook |ike

1 2 HLCO HLCO

Frequently a requester does not provide any chunks. |In that case,
after the four fixed fields in the RPC over- RDVA header, there are
simply three 32-bit fields that contain zero

6. RPC Bind Paraneters

In setting up a new RDVA connection, the first action by a requester
is to obtain a transport address for the responder. The mechani sm
used to obtain this address, and to open an RDMA connection is
dependent on the type of RDMA transport, and is the responsibility of
each RPC protocol binding and its |local inplenentation.

RPC services normally register with a portmap or rpcbind [ RFC1833]
service, which associates an RPC Program nunber with a service
address. (In the case of UDP or TCP, the service address for NFS is
normal |y port 2049.) This policy is no different with RDVA
transports, although it may require the allocation of port nunbers
appropriate to each Upper Layer Protocol that uses the RPC framni ng
defined here.

When mapped atop the i WARP transport [ RFC5040] [ RFC5041], which uses
I P port addressing due to its layering on TCP and/or SCTP, port
mapping is trivial and consists nerely of issuing the port in the
connection process. The NFS/ RDMA protocol service address has been
assigned port 20049 by | ANA, for both i WARP/ TCP and i WARP/ SCTP.
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When mapped atop InfiniBand [IB], which uses a Goup Identifier

(A D)-based service endpoint nani ng schene, a translation MJST be
enpl oyed. One such translation is defined in the InfiniBand Port
Addr essi ng Annex [IBPORT], which is appropriate for translating IP
port addressing to the InfiniBand network. Therefore, in this case,
| P port addressing may be readily enpl oyed by the upper |ayer.

When a mappi ng standard or convention exists for |P ports on an RDVA
i nterconnect, there are several possibilities for each upper layer to
consi der:

0 One possibility is to have responder register its nmapped |P port
with the rpcbind service, under the netid (or netid s) defined
here. An RPC-over- RDMA-aware requester can then resolve its
desired service to a mappabl e port, and proceed to connect. This
is the nost flexible and conpati bl e approach, for those upper
| ayers that are defined to use the rpchind service

0 A second possibility is to have the responder’s portmapper
register itself on the RDMA interconnect at a "well known" service
address (on UDP or TCP, this corresponds to port 111). A
requester could connect to this service address and use the
portmap protocol to obtain a service address in response to a
program nunber, e.g., an i WARP port nunber, or an InfiniBand G D

0o Alternatively, the requester could sinply connect to the mapped
wel | -known port for the service itself, if it is appropriately
defined. By convention, the NFS/ RDVA service, when operating atop
such an InfiniBand fabric, will use the sane 20049 assi gnhnment as
for i WARP.

Hi storically, different RPC protocols have taken different approaches
to their port assignment; therefore, the specific nethod is left to
each RPC-over - RDVA- enabl ed Upper Layer binding, and not addressed

her e.

In Section 11, this specification defines two new "netid" values, to
be used for registration of upper layers atop i WARP [ RFC5040]

[ RFC5041] and (when a suitable port translation service is avail able)
InfiniBand [IB]. Additional RDMA-capabl e networks MAY define their
own netids, or if they provide a port translation, MAY share the one
defined here.

Bi -Directional RPC-Over - RDVA
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7.1. RPC Direction
7.1.1. Forward Direction

A traditional ONC RPC client is always a requester. A traditiona
ONC RPC service is always a responder. This traditional formof ONC

RPC nmessage passing is referred to as operation in the "forward
direction.”

During forward direction operation, the ONC RPC client is responsible
for establishing transport connections.

7.1.2. Backward Direction

The ONC RPC standard does not forbid passing nessages in the other
direction. An ONC RPC service endpoint can act as a requester, in
whi ch case an ONC RPC client endpoint acts as a responder. This form

of message passing is referred to as operation in the "backward
direction."

Duri ng backward direction operation, the ONC RPC client is

responsi bl e for establishing transport connections, even though ONC
RPC Calls cone fromthe ONC RPC server.

7.1.3. Bi-direction

A pair of endpoints may choose to use only forward or only backward
direction operations on a particular transport. O, the endpoints

may send operations in both directions concurrently on the sane
transport.

Bi -directional operation occurs when both transport endpoints act as
a requester and a responder at the sanme tinme. As above, the ONC RPC
client is responsible for establishing transport connecti ons.

7.1.4. XIDs with Bi-direction

During bi-directional operation, the forward and backward directions
use i ndependent xid spaces.

In other words, a forward direction requester MAY use the sane xid
value at the sanme tinme as a backward direction requester on the sane

transport connection, but such concurrent requests represent distinct
ONC RPC transacti ons.
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7.2. Backward Direction Flow Contro
7.2.1. Backward RPC-over-RDVA Credits

Credits work the sane way in the backward direction as they do in the
forward direction. However, forward direction credits and backward
direction credits are accounted separately.

In other words, the forward direction credit value is the sane

whet her or not there are backward direction resources associated with
an RPC-over-RDMA transport connection. The backward direction credit
val ue MAY be different than the forward direction credit value. The
rdma_credit field in a backward direction RPC over- RDVMA message MJST
NOT contain the val ue zero

A backward direction requester (an RPC-over-RDVA service endpoint)
requests credits fromthe responder (an RPC-over-RDVA client
endpoint). The responder reports how nany credits it can grant.
This is the nunber of backward direction Calls the responder is
prepared to handl e at once.

When an RPC-over- RDVA server endpoint is operating correctly, it
sends no nore outstanding requests at a tinme than the client
endpoint’s advertised backward direction credit val ue.

7.2.2. Receive Buffer Managenent

An RPC-over-RDVA transport endpoint nust pre-post receive buffers

before it can receive and process i ncom ng RPC over- RDVA nessages.
If a sender transnits a nmessage for a receiver which has no posted
receive buffer, the RDVA provider MAY drop the RDVMA connection

7.2.2.1. dient Receive Buffers

Typically an RPC-over-RDVA cal |l er posts only as many receive buffers
as there are outstanding RPC Calls. A client endpoint without
backward direction support might therefore at times have no pre-
posted receive buffers.

To receive incomng backward direction Calls, an RPC-over-RDVA client
endpoi nt nust pre-post enough additional receive buffers to match its
advertised backward direction credit value. Each outstanding forward
direction RPC requires an additional receive buffer above this

m ni mum

When an RDMVA transport connection is lost, all active receive buffers

are flushed and are no | onger available to receive incom ng nessages.
Wien a fresh transport connection is established, a client endpoint
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nmust re-post a receive buffer to handle the Reply for each
retransmtted forward direction Call, and a full set of receive
buffers to handl e backward direction Calls.

7.2.2.2. Server Receive Buffers

A forward direction RPC- over-RDVA service endpoint posts as nany
receive buffers as it expects incomng forward direction Calls. That
is, it posts no fewer buffers than the nunber of RPC- over- RDVA
credits it advertises in the rdna_credit field of forward direction
RPC replies.

To receive inconing backward direction replies, an RPC- over- RDVA
server endpoint rmust pre-post a receive buffer for each backward
direction Call it sends.

When the existing transport connection is lost, all active receive
buffers are flushed and are no |onger available to receive incom ng
messages. Wien a fresh transport connection is established, a server
endpoi nt nust re-post a receive buffer to handle the Reply for each
retransm tted backward direction Call, and a full set of receive
buffers for receiving forward direction Calls.

7.3. Conventions For Backward Operation
7.3.1. In the Absense of Backward Direction Support

An RPC-over-RDVA transport endpoint mght not support backward
direction operation. There nmight be no nechanismin the transport
i mpl ementation to do so, or the Upper Layer Protocol consuner night
not yet have configured the transport to handl e backward direction
traffic.

A loss of the RDVA connection may result if the receiver is not
prepared to receive an incomng nessage. Thus a deni al - of -service
could result if a sender continues to send backchannel nessages after
every transport reconnect to an endpoint that is not prepared to
recei ve them

For RPC-over-RDVA Version One transports, the Upper Layer Protocol is
responsible for informng its peer when it has established a backward
direction capability. Oherw se even a sinple backward direction
NULL probe froma peer would result in a | ost connection

An Upper Layer Protocol consuner MJST NOT perform backward direction

ONC RPC operations unless the peer consuner has indicated it is
prepared to handle them A description of Upper Layer Protoco
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nmechani snms used for this indication is outside the scope of this
docunent .

7.3.2. Backward Direction Retransn ssion

In rare cases, an ONC RPC transaction cannot be conpleted within a
certain time. This can be because the transport connection was | ost,
the Call or Reply nmessage was dropped, or because the Upper Layer
consuner del ayed or dropped the ONC RPC request. Typically, the
requester sends the transaction again, reusing the sane RPC Xl D.

This is known as an "RPC retransmni ssion".

In the forward direction, the Caller is the ONC RPC client. The
client is always responsible for establishing a transport connection
bef ore sendi ng agai n.

In the backward direction, the Caller is the ONC RPC server. Because
an ONC RPC server does not establish transport connections with
clients, it cannot send a retransnission if there is no transport
connection. It nust wait for the ONC RPC client to re-establish the
transport connection before it can retransmt ONC RPC transactions in
t he backward direction

If an ONC RPC client has no work to do, it nmay be sone tine before it
re-establishes a transport connection. Backward direction Callers
must be prepared to wait indefinitely before a connection is

est abli shed before a pending backward directi on ONC RPC Call can be
retransmtted

7.3.3. Backward Direction Message Size

RPC- over - RDMA backward direction nmessages are transnmitted and

recei ved using the same buffers as nmessages in the forward direction
Therefore they are constrained to be no | arger than receive buffers
posted for forward nessages.

It is expected that the Upper Layer Protocol consuner establishes an
appropriate payload size limt for backward direction operations,
either by advertising that size limt to its peers, or by convention
If that is done, backward direction nessages do not exceed the size
of receive buffers at either endpoint.

If a sender transmits a backward direction nessage that is |arger

than the receiver is prepared for, the RDVA provider drops the
message and the RDVA connecti on
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7.3.4. Sending A Backward Direction Call

To form a backward directi on RPC-over-RDVA Call nmessage on an RPC
over- RDMA Version One transport, an ONC RPC service endpoint
constructs an RPC-over- RDVA header containing a fresh RPC XID in the
rdma_xid field.

The rdna_vers field MIUST contain the value one. The nunber of
requested credits is placed in the rdma_credit field.

The rdna_proc field in the RPC over- RDVA header MJST contain the
value RDMA MSG.  All three chunk lists MJST be enpty.

The ONC RPC Call header MUST follow inmrediately, starting with the
same XID value that is present in the RPC over-RDVA header. The Call
header’s nsg_type field MJST contain the value CALL.

7.3.5. Sending A Backward Direction Reply

To form a backward directi on RPC over-RDVA Reply nessage on an RPC
over - RDMA Version One transport, an ONC RPC client endpoint
constructs an RPC-over- RDVA header containing a copy of the matching
ONC RPC Call’s RPC XID in the rdma_xid field.

The rdma_vers field MJST contain the value one. The nunber of
granted credits is placed in the rdnma_credit field.

The rdna_proc field in the RPC over-RDVA header MJST contain the
value RDMA MSG. All three chunk lists MJST be enpty.

The ONC RPC Reply header MJST follow inmediately, starting with the
same XID value that is present in the RPC over-RDVA header. The
Reply header’s nsg_type field MIST contain the val ue REPLY.

7.4. Backward Direction Upper Layer Binding

RPC prograns that operate on RPC-over-RDVA Version One only in the
backward direction do not require an Upper Layer Binding
specification. Because RPC- over-RDVA Version One operation in the
backward direction does not allow reduction, there can be no DDP-
eligible data itens in such a program Backward direction operation
occurs on an al ready-established connection, thus there is no need to
specify RPC bind paraneters.
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8.

8.

Upper Layer Binding Specifications

An Upper Layer Protocol is typically defined independently of any
particular RPC transport. An Upper Layer Binding specification (ULB)
provi des gui dance that hel ps the Upper Layer Protocol interoperate
correctly and efficiently over a particular transport. For RPC over-
RDVA Version One, a ULB provides:

0 A taxonony of XDR data itens that are eligible for Direct Data
Pl acenent

o A nethod for determining the maxi mum si ze of the reply Payl oad
stream for all procedures in the Upper Layer Protoco

0 An rpcbind port assignnent for operation of the RPC Program and
Versi on on an RPC-over-RDVA transport

Each RPC Program and Version tuple that utilizes RPC over- RDVA
Versi on One needs to have an Upper Layer Binding specification
Request ers MJUST NOT send RPC-over- RDVMA nessages for Upper Layer
Protocol s that do not have a Upper Layer Binding. Responders MJST
NOT reply to RPC-over-RDVA nessages for Upper Layer Protocols that do
not have a Upper Layer Bi nding.

1. DDP-Eligibility

An Upper Layer Binding designates sonme XDR data itens as eligible for
Direct Data Placenent. As an RPC-over-RDVA nessage is fornmed, DDP-
eligible data itens can be renoved fromthe Payl oad stream and pl aced
directly in the receiver’s nenory (reduced).

An XDR data item should be considered for DDP-eligibility if there is
a clear benefit to noving the contents of the itemdirectly fromthe
sender’s nenory to the receiver’'s nenory. Criteria for DDP-
eligibility include:

o0 The XDR data itemis frequently sent or received, and its size is
often nuch larger than typical inline thresholds.

0 Transport-level processing of the XDR data itemis not needed.
For exanple, the data itemis an opaque byte array, which requires
no XDR encodi ng and decoding of its content.

o The content of the XDR data itemis sensitive to address
alignment. For exanple, pullup would be required on the receiver
before the content of the item can be used.

0 The XDR data item does not contain DDP-eligible data itens.
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Senders MUST NOT reduce data itenms that are not DDP-eligible. Such
data itenms MAY, however, be noved as part of a Position Zero Read
Chunk or a Reply chunk.

The interface by which an Upper Layer inplenmentation indicates the
DDP-eligibility of a data itemto the RPC transport is not described
by this specification. The only requirenments are that the receiver
can re-assenble the transnitted RPC over-RDVMA nessage into a valid
XDR stream and that DDP-eligibility rules specified by the Upper
Layer Binding are respected.

There is no provision to express DDP-eligibility within the XDR
| anguage. The only definitive specification of DDP-eligibility is
the Upper Layer Binding itself.

8.1.1. DDP-Eligibility Violation

A DDP-eligibility violation occurs when a requester fornms a Cal
message with a non-DDP-eligible data itemin a Read chunk. A

viol ati on occurs when a responder forns a Reply nmessage w t hout
reducing a DDP-eligible data itemwhen there is a Wite list provided
by the requester.

In the first case, a responder MJUST NOT process the Call nessage.

In the second case, as a requester parses a Reply nessage, it nust
assune that the responder has correctly reduced a DDP-eligible result
data item |If the responder has not done so, it is likely that the
requester cannot finish parsing the Payl oad stream and that an XDR
error would result.

Both types of violations MIST be reported as described in
Section 5.5. 2.

8.2. Maximum Reply Size

A requester provides resources for both a Call nmessage and its
mat chi ng Reply nessage. A requester fornms the Call nessage itself,
thus can conpute the exact resources needed for it.

A requester nust allocate resources for the Reply nessage (an RPC
over-RDVA credit, a Receive buffer, and possibly a Wite |list and
Reply chunk) before the responder has forned the actual reply. To
acconmodat e all possible replies for the procedure in the Cal
message, a requester must allocate reply resources based on the
maxi mum possi bl e size of the expected Reply nessage.
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If there are procedures in the Upper Layer Protocol for which there
is no clear reply size maxi rum the Upper Layer Binding needs to
specify a dependabl e nmeans for determ ning the maxi num

8.3. Additional Considerations
There may be other details provided in an Upper Layer Binding.

0 An Upper Layer Binding may recommend an inline threshold val ue or
other transport-related paranmeters for RPC-over-RDVA Version One
connections bearing that Upper Layer Protocol

0 An Upper Layer Protocol may provide a neans to communi cate these
transport-rel ated paranmeters between peers. Note that RPC over-
RDVA Ver si on One does not specify any mechani smfor changi ng any
transport-rel ated paraneter after a connection has been
est abl i shed.

o Miltiple Upper Layer Protocols may share a single RPC over- RDVA
Versi on One connection when their Upper Layer Bindings allowthe
use of RPC-over-RDMA Version One and the rpcbind port assignments
for the Protocols allow connection sharing. In this case, the
same transport paraneters (such as inline threshold) apply to al
Prot ocol s using that connection.

G ven the above, Upper Layer Bindings and Upper Layer Protocols nust
be designed to interoperate correctly no matter what connection
paraneters are in effect on a connection

8.4. Upper Layer Protocol Extensions

An RPC Program and Version tuple may be extensible. For instance,
there may be a minor versioning schenme that is not reflected in the
RPC version nunber. O, the Upper Layer Protocol may allow
additional features to be specified after the original RPC program
specification was ratified.

Upper Layer Bindings are provided for interoperable RPC Prograns and
Ver si ons by extendi ng existing Upper Layer Bindings to reflect the
changes made necessary by each addition to the existing XDR

9. Extensibility Guidelines

The RPC-over-RDMA header format is specified using XDR, unlike other
RPC transport protocols such as TCP or UDP. This creates
opportunities for addressing mnor issues with the transport protoco
and for introducing optional features, all wi thout having to

i ncrenment the RPC-over-RDVA protocol version nunber. Wen nore
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i nvasi ve changes to the protocol are needed, a protocol version
nunber change is required. In either case, no changes to the RPC
over - RDMA protocol can be nmade w t hout Working G oup discussion and
approval by the | ESG

Unlike the rest of this docunent, which defines the base of RPC over-
RDVA Version One, Section 9 applies to all versions of RPC over- RDVA.
New versions of RPC-over-RDVMA nmay be published as separate protocols
wi t hout updating this docunment, but any change to the extensibility
nodel defined here requires updating this docunent.

9.1. Extending RPC- over- RDMA Header XDR

The first four fields in the RPC over-RDVA header nust remain aligned
at the sane fixed offsets for all versions of the RPC over- RDVA
protocol. The version nunber nust be in a fixed place in order for
version msmatches to be detected. For version mismatches to be
reported in a fashion that all future version inplenentations can
reliably decode, the rdna_proc field nmust be in a fixed place, the
val ue of RDMA ERR VERS nust al ways renmain the same, and the field

pl acement of the RDMA ERR VERS arm of the rpcrdmal_error union nust

al ways renmai n the sane.

G ven these constraints, one way to extend RPC-over-RDVA is to add
new val ues to the rdna_proc enunerated type and new conponents (arnmns)
to the rpcrdmal_body union. New argunent and result types may be

i ntroduced for each new procedure defined this way. These extensions
woul d be specified by new Internet Drafts with appropriate Wrking
Goup and IESG review to ensure continued interoperation wth

exi sting inplenentations.

XDR extensions may introduce only optional features to an existing
RPC- over - RDMA protocol version. To detect when an optional rdnma_proc
value is supported by a receiver, it is desirable to have a specific
value of the rdrma_err field, say, RDMA ERR PROC, that indicates when
the recei ver does not recognize an rdnma_proc val ue.

In RPC-over-RDVA Version One, a receiver can indicate that it does
not recognize an rdme_proc enum val ue only by returning an RDMA_ERROR
procedure with the rdma_err field set to RDOMA ERR CHUNK (see

Section 5.5.2). This is indistinguishable froma situation where the
recei ver does indeed support the procedure, but the XDR is nal f or ned.

To resolve this problem an RPC- over-RDVA Versi on One sender uses the
followi ng convention. |If the first time the sender uses an optiona
rdnma_proc val ue the receiver returns an RDMA ERROR procedure with
RDVMA ERR CHUNK in the rdma_err field, the sender sinply nmarks that
feature as unsupported and does not send it again on the current
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connection instance. Subsequent to an initial successful result,
recei ving RDMA ERR CHUNK retains its nore rel axed nmeani ng of "generic
XDR parsing error."

To ensure backwards conpatibility when such an extension nmechanismis
in place, the value of RDMA_ERR CHUNK rmust remain the same for al
versi ons of the RPC-over-RDVA protocol

9.2. RPC-over-RDVA Version Nunbering

Bef ore becom ng REQUI RED, features created by XDR extension will
often need a significant period of optional general use to ensure
they are mature. This is especially true for infrastructura
features that others will build upon. When optional features becone
REQUI RED, that woul d be an occasion to bunp the RPC-over- RDVA

prot ocol version.

9.2.1. Increnenting The Version Number

The val ue of the RPC-over-RDVA header’s version field has to be
updat ed when the protocol is altered in a way that prevents
interoperability with current inplenentations. Two exanples of such
changes i ncl ude:

0 \Whenever the RPC over-RDVMA header XDR definition is changed to add
a REQUI RED protocol element, or whenever a REQUI RED protoco
el emrent is renoved

0 \Whenever the use of a new abstract RDVA operation is specified as
REQUI RED, or the use of an existing REQU RED abstract RDVA
operation is renoved

When a version nunber bunp is forced (e.g. a REQU RED feature is to
be introduced), the Wrking G oup can

o Docunent the whol e protocol as anended

0o Normatively reference all features added since the previous
version

0 Include all REQUI RED functionality, and normatively reference
optional functionality

The Working Group retains all these options but the last is typically
preferred.
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10.

10.

10.

10.

10.

10.

Security Considerations
1. Menory Protection

A primary consideration is the protection of the integrity and
privacy of local nmenory by an RPC-over-RDMA transport. The use of
RPC- over - RDMA MUST NOT introduce any vulnerabilities to system nenory
contents, nor to nenory owned by user processes.

It is REQU RED that any RDMA provider used for RPC transport be
conformant to the requirenments of [RFC5042] in order to satisfy these
protections. These protections are provided by the RDVA | ayer
specifications, and in particular, their security nodels.

1.1. Pr ot ecti on Domai ns

The use of Protection Donmains to linit the exposure of nenory
segnents to a single connection is critical. Any attenpt by an
endpoi nt not participating in that connection to re-use nmenory
handl es should result in imrediate failure of that connection
Because Upper Layer Protocol security mechanisns rely on this aspect
of Reliable Connection behavior, strong authentication of renote
endpoi nts i s recomended.

1.2. Handle Predictability

Unpr edi ct abl e menory handl es shoul d be used for any operation
requiring advertised nmenory segnents. Advertising a continuously
regi stered nenory region allows a renpte host to read or wite to
that region even when an RPC involving that nemory is not under way.
Therefore inplenmentations shoul d avoid advertising persistently

regi stered menory.

1.3. Menory Fencing

Advertised nmenory segnents shoul d be invalidated as soon as rel ated
RPC operations are conplete. |Invalidation and DMA unmappi ng of
segments should be conpl ete before the Upper Layer is allowed to
continue execution and use or alter the contents of a menory region

2. Using GSS Wth RPC- Over - RDVA

ONC RPC provides its own security via the RPCSEC GSS franework

[ RFC2203]. RPCSEC GSS can provi de nmessage authentication, integrity
checking, and privacy. This security nechanismis unaffected by the
RDVA transport. However, there is nuch host data novenent associ ated
with the conputation and verification of integrity and with
encryption/decryption, so performance advantages can be | ost.
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11.

For efficiency, a nore appropriate security nechanismfor RDMA |inks
may be |ink-1evel protection, such as certain configurations of

| Psec, which may be co-located in the RDVA hardware. The use of

I ink-1evel protection MAY be negotiated through the use of the
RPCSEC _GSS nechani sm defined in [ RFC5403] in conjunction with the
Channel Bi ndi ng mechani sm [ RFC5056] and | Psec Channel Connection

Lat ching [ RFC5660]. Use of such mechanisns i s REQUI RED where
integrity and/or privacy is desired, and where efficiency is
required.

Once delivered securely by the RDVA provider, any RDVA-exposed nenory
will contain only RPC payloads in the chunk lists, transferred under
the protection of RPCSEC GSS integrity and privacy. By these neans,
the data will be protected end-to-end, as required by the RPC | ayer
security nodel

| ANA Consi derations
Three assignments are specified by this docunent:
0 A set of RPC "netids" for resolving RPC over-RDVA services
0 Optional service port assignnents for Upper Layer Bindings
0 An RPC program nunber assignnment for the configuration protoco
These assi gnments have been established, as bel ow
The new RPC transport has been assigned an RPC "netid", which is an
rpchi nd [ RFC1833] string used to describe the underlying protocol in
order for RPC to select the appropriate transport fram ng, as well as
the format of the service addresses and ports.
The following "Netid" registry strings are defined for this purpose:

NC_RDMVA "rdma"
NC_RDMA6 "r dma6"

These netids MAY be used for any RDVA network satisfying the
requirenents of Section 2, and able to identify service endpoints
using | P port addressing, possibly through use of a translation
service as described above in Section 6. The "rdma" netid is to be
used when | Pv4 addressing is enployed by the underlying transport,
and "rdma6" for |Pv6 addressing.

The netid assignnent policy and registry are defined in [ RFC5665].
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12.

13.

13.

As a new RPC transport, this protocol has no effect on RPC Program
nunbers or existing registered port nunbers. However, new port
nunbers MAY be registered for use by RPC- over- RDVA- enabl ed servi ces,
as appropriate to the new networks over which the services wll
oper at e.

For exanple, the NFS/ RDVA service defined in [ RFC5667] has been
assigned the port 20049, in the | ANA registry:

nfsrdma 20049/tcp Network File System (NFS) over RDVA
nfsrdma 20049/ udp Network File System (NFS) over RDVA
nfsrdma 20049/ sctp Network File System (NFS) over RDVA

The RPC program nunber assignnent policy and registry are defined in
[ RFC5531] .
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