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i SCSI 20- January- 02

Status of this Meno

This docunment is an Internet-Draft and fully confornms to all provi-
sions of Section 10 of [ RFC2026].

Internet-Drafts are working docunments of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that other
groups may al so distribute working docunents as Internet-Drafts.
Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or nmade obsol ete by other docunents at
any tinme. It is inappropriate to use Internet- Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at http://

www. i etf.org/ietf/1lid-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm .

Abstr act

The Smal | Conputer Systens Interface (SCSI) is a popular famly of
protocols for communicating with I/O devices, especially storage
devices. This neno describes a transport protocol for SCSI that oper-
ates on top of TCP. The i SCSI protocol ains to be fully conpliant with
the requirements laid out in the SCSI Architecture Mdel - 2 [SAMZ]
docunent .

Acknowl edgenent s

In addition to the authors, a |arge group of people contributed to
this work through their review, comments and val uabl e i nsights. W are
grateful to all of them W are especially grateful to those who found
the tinme and patience to participate in our weekly phone conferences
and i nternedi ate neetings in Al maden and Haifa, thus hel ping to shape
this docunent: John Hufferd, Prasenjit Sarkar, Meir Tol edano, John
Dowdy, Steve Legg, Al ain Azagury (1BM, Dave Nagle (CWMJ), David Bl ack
(EMO), John Matze (Veritas - now with Stonefly Networks), Steve

DeG oote, Mark Shrandt (NuSpeed), Gabi Hecht (Gadzoox), Robert Sniv-
ely (Brocade), Nelson Nachum (StorAge), Uri El zur (Broadcon). Many
nore hel ped clean up and i nprove this docunment within the I PS working
group. We are especially grateful to David Robi nson and Raghavendra
Rao (Sun), Charles Mnia, Joshua Tseng (N shan), Somesh Gupta (Sil -
ver back Systems), M chael Krause, Pierre Labat, Santosh Rao, Matthew
Bur bridge (HP), Stephen Bailey (Sandburst), Robert Elliott (Conpaq),
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Steve Senum Ayman CGhanem (Cl SCO, Barry Reinhold (Trebia Networks),
Bob Russell (UNH), Bill Lynn (Adaptec), Doug Qis (Sanlight), Robert
Giswld and Bill Mody (Crossroads). The recovery chapter was
enhanced with help from Stephen Bail ey (Sandburst), Sonmesh CGupta
(HP), Venkat Rangan (Rhapsody Networks), Vince Cavanna, Pat Thal er
(Agilent), Eddy Quicksall (iVivity, Inc.) - Eddy al so contributed

w th sonme exanples. Last, but not |east, thanks to Ral ph Weber for
keeping us in line with T10 (SCSI) standardizati on.

W would like to thank Steve Hetzler for his unwavering support and
for comng up with such a good nane for the protocol, M cky Rodeh, Jai
Menon, Cl od Barrera and Andy Bechtol sheimfor hel ping this work hap-
pen.

At the tinme of the witing, this docunent has to be considered in con-
junction with the "Nam ng & D scovery"[NDT], "Boot"[BOOI| and "Secur -
ing i SCSI, i FCP and FCI P'[ SEC- 1 PS] docunents.

The "Nam ng & Discovery" docunent is authored by:

Mar k Bakke (Cisco), Joe Czap, Ji mHafner, John Hufferd, Kal adhar
Voruganti (1BM, Howard Hall (Pirus), Jack Harwood (EMJ),
Yaron Kl ein (SANRAD), Lawence Laners (San Valley Systens),
Todd Sper ry (Adapt ec) andJoshuaTseng ( Ni shan).

The "Boot" docunent is authored by:

Prasenjit Sarkar (1BM, Duncan M ssinmer (HP) and Costa Sapuntz-
aki s (C SCO .

The "Securing i SCSI, i FCP and FCI P" docunent is authored by:

Bernard Aboba, WIIliam D xon (Mcrosoft), David Bl ack (EM),

Joseph Tardo, Uri Elzur (Broadcon), Mark Bakke, Steve Senum
(G sco Systens), Howard Herbert, Jesse Wal ker (Intel), Julian
Satran, O er Biran and Charl es Kunzinger (I1BM.

We are grateful to all of themfor their good work and for hel pi ng us
correlate this docunent with the ones they produced.

Conventions used in this docunent

In exanples, "1->" and "T->" indicate i SCSI PDUs sent by the initiator
and target respectively.
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOTr", "RECOVMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119.

Change Log

The follow ng changes were made fromdraft-ietf-ips-iSCSI-09 to
draft-ietf-ips-iSCSI-10:

Juli an

Cl arifying MaxQut st andi ngR2T

W deni ng the scope of Reject reason code 0x09 to nean "lInvalid
PDU field".

Changes in the "i SCSI connection term nation" section to make
the term nol ogy usage consistent with the rest of the draft.
Adding transition T18 in standard connection state di agram
and its description.

O her m nor wording changes in the state transitions chapter
to address "session close" case and others.

Addi ng a new state (I N_CONTINUE) to the target session state
diagramto resolve transitions N8 and N9 of f Q2.

Renoved the AHS drop bit feature.

Renoved the qualifier field in Task Managenent Response PDU
and added a new response "Function authorization failed".
Clarified the fate of regular SCSI reservations on a session
ti meout, conpared to a transient session failure.

Added wording in R2T section to address the case of receiving
a smaller wite data sequence than was asked for in an R2T.
Changes and fixes in recovery algorithnms to be consistent with
the rest of the draft.

Changed the "Invalid SNACK' Reject reason code to "lnvalid
data ACK" since the invalid SNACK is al ready covered under
"Protocol error”. Also treating DataSN and R2TSN equi val ently
in this case.

Change in the SNACK section to require a Reject "Protocol
error”™ on an invalid SNACK

Time2Retain O in Logout Response indicates connection/session
can’'t recover

Coor di nat e Dat aSequencelnOrder with Error recovery | evel and
MaxQut st andi ngR2T, al so stating that only the last read/wite
sequence i s recoverabl e under digest error recovery if DataSe-
guencel nOr der =yes

Al'i as designation format appendix is again out(!) - T10 has
decided it will go in SPC3

Task Managenment synchroni zation noved to the target (task man-
agenent response given after task managenent action and con-
firmed delivery of all previous responses)

Renoved the don't care value in numerical negotiations
Changed Marker negotiation to allowit to be closed in one
round
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Mar ker position is not dependent of the length of the |login
phase

Statenment nmade that reserved bits do not have to be checked at
t he begi nning of Chapter 10

Initial R2T, Bidilnitial RRT and | nmedi at eData changed to LO

| bit (equivalent) in responses nmade O

Added a "doubl e response" version for the ? key value to Sec-
tion 2.2.4 Text Mdde Negotiation

? val ue can be used only outside Login

added :, [ and ] as allowed in key val ues

allow O in LogoutLogi nMax and M n

after task reassign no SNACK mandated, the function nust be
performed by target with information made avail abl e by reas-
sign

removed the third party command section - SCSI now handl es
everyt hi ng needed (including i SCSI aliasing)

The follow ng changes were made fromdraft-ietf-ips-iSCSI-08 to
draft-ietf-ips-iSCSI-09:

Juli an

Added Task managenent response "task managenent function not
support ed"

Negotiation (nuneric) responder driven

Added vendor specific data to reject

Al'l ow | ogout in discovery sessions

Vari abl e Dat aPDULengt h - renaned MaxRecvPDULengt h

Key=val ue pairs can span PDU boundari es

Uniformtreatnent of text exchange resets

Rei nt roduced Dat aACK as a special form of SNACK

Extended ISID in the Login Request

Renoved 0 as a "no limt value" (residue from node pages)

Rei nt r oduced Logout Logi nM nTi e

Di gests noved to Operational Keys

Removed X bit in all commands and replaced it in Login and
added a cleaning rule to CdSN nunberi ng

Several sinplifications in state transition section - standard
connection and session state diagrans are separately descri bed
for initiators and targets

Several mnor technical and | anguage changes in the error
recovery section

Added Irrel evant to negotiations

Clarification to | ogout behavior

Clarification to conmand ordering

On SCSI timeout task abort instead of session failure
Changed version to 0x03 - ALL VERSI ON NUMBERS are tenporary up
to "Rafting" (take themwth a grain of salt)
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The follow ng changes were made fromdraft-ietf-ips-iSCSI-07 to
draft-ietf-ips-i SCSI-08:

Clarified the use of initiator task tag with regard to the

SCSI tag in Section 10.2.1.7 Initiator Task Tag

- Added a clarification to Section 2.2.2.1 Command Nunberi ng and
Acknowl edgi ng - response to a command shoul d not precede
acknow edgnent .

- Added clarification to Section 10.7 SCSI Data-out & SCSI Dat a-
in - good status in Data-In nmust be supported by initiators

- Clarified InitiatorNane is required at login in Section 4.1
Logi n Phase Start

- Another clarification for SecurityContextConplete in Section
4.2 i1 SCSI Security Negotiation

- Added "command not supported in this session type" to reject
reasons

- Discovery session inplies MaxConnections = 1

- Second appearance of Target Address deleted

- Paddi ng forbidden for non-end-of-sequence data PDUs

- Renoved Boot and Copenhagener Session types

- Changed expl anati on of ExpDat aSN

- Renoved/ corrected response 05 in Section 10.4.3 Response

- Brought Section 2.2.7 Nam ng and Addressing in line with NDT
draft

- Fixed the syntax in accordance with [ RFC2372] and [ RFC2373]

- Renoved forgotten references to the default iSCSI target

- Counters back to Reject Response

- Clarification - SendTargets adm ssible only in full feature
phase

- Changed nane of DataOrder and Dat aDel i veryOrder to Dat aSequen-
ceOrder and Dat aPDUl nOrder and clarified appendi x text

- Paddi ng bytes SHOULD be sent as O (instead of MJUST be 0)

- UA attention behavior for various resets deleted - replaced
with reference to SAM

- Renoved AccessID

- OpParnReset generalized

- Carified the definition of full-feature phase in Section
2.2.5 1SCSI Full Feature Phase

- Added new Rej ect reason codes, tabular listing and a pointer
to Section 10.14.3 Reason Code

- Added additional Reject usage semantics on CndSN and DataSN t o
Section 10. 14. 3 Reason Code

- Added a new Logout Response code for failure

- Renaned BUSY as RECOVERY_START, renoved RECOVERY DONE, and
merged T11 and T14 transitions into T11-(1,2) in Section 6
State Transitions.

- Corrected initiator handling of format errors

- Carified usage of conmmand repl ay

- Renoved the delivery in sane order as presented from Text

Response

Julian Satran Expi res August 2002 6
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Clarified Ref CndSN function fro abort task

Corrected length field for AHS of type Extended CDB

Renoved LUN from text managenent response

Clarified F bit for Bidirectional commands

Renoved the Async i SCSI event "target reset”

Renmoved wording in Section 10.6 Task Managenment Function
Response |inking SCSI node pages to Async Messages

Changed the ASC/ ASCQ val ues to better nean "not enough unso-
licited data"

Nanes exanpl es include date

Renoved references to S bit in Section 10.4 SCSI Response
Fixed NOP to sinplify and avoid it consum ng CndSN

Fi xed CRC and exanpl es

Added the T, CSG & NSG fields to Login Conmand & Response,
rew ote Chapter 3, changed all exanples in Appendix D. - Login
Phase Exanples - to fit the above changes

Key=val ue confined to one response

Add conmand restart/replay to task managenent

Renoved crypt ographic digests

Renoved "proxy required" status code

Re-named and fi xed descriptions of status codes

Re-formatted | ogin exanples for clarity

SCSI /i SCSI paraneters - fixed Section 3 SCSI Mde Paraneters
for i1 SCSI, out DataPDULength, DataSequenceO der

Changed all sense keys to aborted command in the table in Sec-
tion 10.4.2 Status

Rearranged requests to have all SCSI rel ated grouped etc.

Fi xed Task Managenent Function Request ABORT TASK and renoved
the part about it in Chapter 9.

Rei ntroduced aliases (the data format) in an appendi x. The
al i asi ng mechani smonce part of 1iSCSI is part of [SPC3]
Login negotiations - using only |l ogin request response
(instead of former login and text)

F bit in login changed name to T bit

Stated defaults for node paraneters in chapter 3

Updat ed Chapter 8 to reflect the current consensus on security
Changed all sense keys to aborted command in the table in
2.4.2

M nor | anguage clarifications in sections 1.2.3, 1.2.5, 1.2.6,
1.2.8.

Added a new Rej ect reason code "Task in progress" and clari -
fied | anguage in the sane section.

Added nore description to the session state transitions in

Chapter 6.
Several changes in Chapter 7 corresponding to the new task
managenent function "reassign”. Qher |anguage changes in

Chapter 7 for better description. Format errors are nmandated
to cause session failures.
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Renanmed the erstwhile error recovery levels as error recovery
cl asses, and renamed "w t hi n-session" recovery to "connection
recovery" to better reflect the nmechanics.

Added Section 7.12 Error Recovery Hierarchy to define the
error recovery hierarchy.

Modi fications to error recovery algorithns in Appendix F.
Added a new Rej ect reason code "Invalid SNACK', added Dat aSN
to Reject PDU

Changed Section 10.17 Reject to use the "Invalid SNACK' reason
code.

Renoved a Logout reason code in Section 10.14 Logout Request
to be consistent wth Section 10.9 Asynchronous Message.
Col | apsed the two event fields in Async Event and added vendor
specific event

| medi ate data can be negotiated anytime (consistency)
Renoved replay as a protocol notion and all references to it
SNACK RunLength O neans al

Cl eani ng the bookmark nechani smfor text

New T10 approved ASC/ ASQ codes

Added a incipient definitions section - thanks to Eddy Quick-
sal |

Change OpParnReset fromyes/no to defaul t/current

Added Base64 to encode | arge strings

The 255 |imt for key values is now "unless specified other-
W se"

Cl eaned SNACK f or mat

Renmoved ExpR2TSN from SCSI conmand response it is too |ate
MaxBur st Si ze/ Fi rst Bur st Si ze back as key=val ue

Renoved Logout Logi nM nTi ne (val ue provi ded in exchange)

Cl ear | anguage on conponent function in generating |ISID TSI D
Negoti ati on breaking is done through abort/reject

Renoved all i SCSI node pages

The follow ng changes were made fromdraft-ietf-ips-iSCSI-06 to
draft-ietf-ips-iSCSI-07:

Juli an

Clarified the "fate" of immed ate commands and resources nman-
dated (1.2.2.1) and introduced a reject-code for rejected

i mredi at e commands

Clarify OmSN handling and checking order for ITT and CrdSN
1.2.2.1

Added a statenent to the effect that a receiver nust be able
to accept 0 length Data Segnents to 2.7.6. Added al so a state-
ment to 2.2.1 that a zero-length data segnent inplies a zero-
| engt h di gest

SCSI MODE SELECT will not really set the paraneters (will not
cause an error either). The paraneters will be set exclusively
with text node and can be retrieved with either text or Mde-
SENSE. This enables us to disable their change after the Login

Sat ran Expi res August 2002 8
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negotiation. Al so added to the negotiation (1.2.4) the value
"?" with special nmeaning of enquiry

Changed "task" to "command" wherever rel evant

EMDP usage in line with other SCSI protocols. EMDP governs how
a target may request data and deliver. Simlar to FCP a sepa-
rate (protocol) paraneter governs data PDU ordering within
Sequence (DataPDU nOrder). C eaned wordi ng of DataOrder.
Fixed final bit to define sequences in input stream

Added a "persistent state" part (1.2.8)

Sonme Task Managenment conmmands may require aut horization or may
not be inplemented. If not authorized they will return as if
executed with a qualifier indicating "not authorized" or "not
i npl emented” (clear LU and the resets)

Task managenent conmmands and responses are "generalized" to
all i SCSI tagged commands (they are named now Task Managenent
command and response). Their behavior with respect to their
CrdSN is clarified and mandat ed

The logic to update ExpCrdSN etc. noved to 1.2.2.1
Explicitly specified that a target can "initiate" negotiating
a paraneter (offering)(1.2.4)

Returned the "direction” bit and a set of codes simlar to
versi on 05

| ntroduced a "special " session type (CopyManager Sessi on) to be
used between a Copy Manager and all of its target; it may help
define authentication and limt the type f conmands to be exe-
cuted in such a session

Added 8.4 - How to Abort Safely a Conmand that Was Not

Recei ved

Fi xed the Logout Text

AHSLength is now the first field in the AHS

Fi xed wording in 2.35 indicating AHS is mandatory for Bi-

di recti onal conmmands

Al'l key=val ue responses have to be explicit (none, not-under-
stood etc.); no nore selection by hiatus

Targets can al so of fer key=value pairs (i.e., initiate negoti -
ation) stated explicitly in 2.9.3

Logout has a CrdSN field

The Status SNACK can be discarded if the target has no such
recovery

Sonme par anet ers have been renoved and repl aced by "reasonabl e”
defaults (read arbitrary defaults!); many others can't be
changed anynore while the session is in full-feature phase
NOP- CQut specifies how LUN i s generated when used (copied from
NOP- 1 n)

Initial Marker-Less Interval is not a paraneter anynore

A response with F=1 during negotiation may not contain
key=val ue pairs that may require additional answers fromthe
initiator

Clarified the neaning of the F bit on Wite conmmands wth
regard to i medi ate and unsolicited data; F bit O neans that

Sat ran Expi res August 2002 9
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unsolicited data will followwhile F bit 1 neans that this is
the last of them (if any)

- You can have both inmedi ate and unsolicited Data-Qut PDUs

- DataPDULength and FirstBurstSize of 0 are all owed and nean
unlimted |l ength

- Task management conmand behavior relative to their own CndSN
is now stated in no uncertain terns (they are mandated to exe-
cute as if issued at CrdSN and, in case of aborts and clear/
reset no additional response/status is expected for those com
mands after the task managenent command response

- DataSN field in R2T renamed as R2TSN (better refl ects seman-
tics) and SNACK explicitly says that it requests Data or R2T.

- A session can have only one outstandi ng text request (not
sequence)

- Text for Login Response 0301 changed (renoved t he mai nt enance
menti on)

- Clarified when ExpDataSN is reserved in SCSI Response

- Carified the text and paraneter (tiners) for i SCSI event

- Paddi ng bytes should be 0 (2.1)

- Total AHSLength in 2.1.1.1 includes paddi ng

- DataSegnentLength in 2.1.1.2 excludes paddi ng

- Carified bits in AHS type

- Limt for key/value string lengths (63, 255) in 2.8.3

- Added an exanpl e of SCSI event to Asynchronous Message

- Changed "Who" to "Who can send" in appendi x

- Carified neaning of paraneters on 2.18.1 - Asynchronous Mes-
sage - i SCSI Event

- Carified the required initiator behavior at | ogout (not send-
i ng other commands) and how one expects the TCP cl ose to be
performed in 2.14

- Added a Login Response code indicating that a session can't
i nclude a given connection (0208)

- Carified transition to full feature phase (per session and
per connection and the role of the |eading connection) in
1.2.5

- Corrected "one outstanding text request per connection”

i nstead of "per session"

- For the Login Response TSID nust be valid only if Login is
accepted and the F bit is 1

- Added exanples illustrating DataSN and R2TSN (from Eddy Qui ck-
sall)

- Added nore text to the task managenent command 2.5

- Renoved Enabl eACA and its dependents (in task managenent) and
stated the requirenent for a Unit Attention conformto SAM2

- 1 SCSI Target Nane if used on a connection other than the first
nmust be the sane as on the first (4.1)

- Fixed the exanples in the Login appendix to correspond to the
new keys

- Fixed SCSI Response Flags and nmade them consistent with the
Dat a- I n PDU

Julian Satran Expi res August 2002 10
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Al'l specified keys except X-* MJIST be accepted (2.8.3)
Hexadeci mal notation is Oxabl23cd (not Ox'abl23cd')
Clarified CndSN usage i n i nmedi ate commands and t he neani ng of
"execution engine" in 1.2.2.1

Rej ect response that prevent the creation of a SCSI task or
result in a SCSI task being term nated nust be followed by a
SCSI Response with a Check Condition status 2.19.1

Addi ti onal Runs (AddRuns) dropped fromthe SNACK request (too
conplex). Wth it disappeared also the inplicit acknow edge-
ment of sequences "between runs”

PDUs delivered because of SNACK wi || be exact replicas of the
original PDUs (including all flags) 2.16

Added CommandRepl aySupport key to negoti ate support for ful
command replay (a command can be replayed after the status has
been i ssued but has not been acknow edged) and a reject cause
of unsupported command reply

Added CommandFai | over Support key to negoti ate support for com
mand al | egi ance change (conmand retry on anot her connecti on)
Status SNACK for an acknow edged status is a protocol error
(cause for reject)

Rej ect cause "Command In Progress” when requesting replay
before status is issued and while command is running
Premature SNACKs are silently discarded (2.16)

Stat us SNACK has to supported only if within command or within
connection recovery is supported. If within session recovery
i s supported SNACK can be di scarded and foll owed by an Async.
Message requesting | ogout

St at SN added to Logout Response

Added "CI D not found" to Logout Response reason codes

Async Message - i SCSI event 2 (request |ogout) has to be sent
on the connection to be dropped. Wrding fixed.

Nam ng changes - ign (stands for iSCSI qualified nane) intro-
duced as a replacenent to fqn. Ign prefixes also reversed
names

text in 8.3 revised (task managenment i npl enentati on nmechani sm
Fixed bit 7 byte 1 in Task Managenent response to 1 (consis-
tency)

Clarified in 1.2.2 behavior when "comand wi ndow' is 0 (MaxC
nmdSN = ExpCrdSN - 1)

Added state transitions part (new part 6)

Ref reshed recovery chapter (new part 7)

Added an appendi x with detail ed recovery nechani sns (Appendi x
E)

Added session types a brief explanation in part 1

Added Di scoverySession key and SendTargets appendi x

SCSI response nade to fit having both a Status and a Response
field. Needed for target errors that result in a check condi -
tion and ACA. In line with SAM that requires both fields
(former versions where nodel ed on FCP).

The security appendix list SRP as mandatory to inplenent

Satran Expi res August 2002 11
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Clarified initial CrdSN and the role of TSID as a serializer
Long Text Responses - additional fields added to the text
request and text response

Added a SCSI to i SCSI concept mapping section 1.5

Clarified SNACK wording to indicate that in general command.
Request, i SCSI command and i SCSI command have the sane nean-
ing. Also status, response or nunbered response.

Changed InitStatSN and clarified how it increases

Added requirenent for a Ox00 delimter after each key=val ue
Added bi nary negotiations (yes|no) explicitly to 1.2.4

Al'l keys and values in the spec are case sensitive (stated in
the text request)

Changed the "operational paranmeters sent before the security.
MAY be discarded” into MJUST be discarded

Changed the login reject 0201 to read - Security Negotiation
Fai |l ed

Added to 2.3.1 a paragraph about mandatory consi stencies
Stated clearly that F bit pairing is "local" (per/pair) and
not per negotiation

Clarified dependent paraneter status

Added CRC Exanpl e

Added OpPar nReset =yes

SecurityCont ext Conplete is mandatory if any option offered
Added a warning about the inplications of not sending all
unsolicited data to part 8

Added a recommendation to send unsolicited data at FirstBurst-
Si ze and a response (error) for targets not supporting |ess
Many nmore mnor editorial changes, clarifications, typos etc.
Responses in same position in SCSI response, |ogout, task etc.

Tabl e of Contents
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1. Definitions

- Alias: An alias string could al so be associated with an i SCSI Node.
The alias allows an organi zation to associate a user-friendly string
with the i SCSI Nane. However, the alias string is not a substitute for
the i SCSI Nane.

- CID (Connection ID): Connections within a session are identified by
a connection ID. It is a unique IDfor this connection within the ses-
sion for theinitiator. It is generated by the initiator and presented
to the target during login requests and during | ogouts that cl ose con-
necti ons.

- Connection: Conmunication between the initiator and target occurs
over one or nore TCP connections. The TCP connections carry control
messages, SCSI commands, paraneters, and data within i SCSI Protoco
Data Units (i SCSI PDUs) .

- 1SCSI Initiator Nane: The i SCSI Initiator Name specifies the world-
wi de uni que nanme of the initiator

- ISCSI Initiator Node: The "initiator".

- 1 SCSI Layer: This layer builds/receives i SCSI PDUs and rel ays/
receives themto/fromone or nore TCP connections that forman initi-
ator-target "session".

- 1 SCSI Nane: The nane of an i SCSI initiator or iSCSI target.

- 1 SCSI Node: The i SCSI Node represents a single i SCSI initiator or

i SCSI target. There are one or nore i SCSI Nodes within a Network
Entity. The i SCSI Node is accessible via one or nore Network Portals.
An i SCSI Node is identified by its i SCSI Nane. The separation of the
i SCSI Nanme fromthe addresses used by and for the i SCSI node all ows
multiple i SCSI nodes to use the sane addresses, and the sane i SCSI
node to use nmultiple addresses. i SCSI nodes al so have addresses. An
i SCSI address specifies a single path to an i SCSI node.

- 1 SCSI Target Nanme: The i SCSI Target Nane specifies the worldw de
uni que nane of the target.

- 1 SCSI Target Node: The "target".
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- 1 SCSI Task: An iSCSI task is an i SCSI request for which a response
i S expected.

- 1SCSI Transfer Direction: The 1 SCSI transfer direction is defined
with regard to the initiator. Qutbound or outgoing transfers are
transfers fromthe initiator to the target, while i nbound or incom ng
transfers are fromthe target to the initiator.

- | _T nexus: According to [SAM2], the I _T nexus is a relationship
between a SCSI Initiator Port and a SCSI Target Port. For iSCSI, this
relationship is a session, defined as a rel ati onshi p between an i SCS
Initiator's end of session (SCSI Initiator Port) and the i SCSI Tar-
get's Portal Goup. The | _T nexus can be identified by the conjunction
of the SCSI port nanes; that is, the I_T nexus identifier is the tuple
(1SCSI Initiator Nane + '"i'+ |1SID, iSCSI Target Name + 't'+ Portal
Group Tag). NOTE: The | _T nexus identifier is not equal to the session
identifier (SSID).

- Network Entity: The Network Entity represents a device or gateway

that is accessible fromthe I P network. A Network Entity nust have one
or nore Network Portals, each of which can be used to gain access to
the I P network by sone i SCSI Nodes contained in that Network Entity.

- Network Portal: The Network Portal is a conponent of a Network
Entity that has a TCP/I P network address and that nmay be used by an

i SCSI Node within that Network Entity for the connection(s) within one
of its i SCSI sessions. A Network Portal in an initiator is identified
by its IP address. A Network Portal in a target is identified by its
| P address and its |istening TCP port.

- Oiginator - in a negotiation or exchange the party that initiates
t he negotiation or exchange.

- PDU (Protocol Data Unit): The initiator and target divide their com
muni cations into nmessages. The term"i SCSI protocol data unit" (i SCS
PDU) is used for these nessages.

- Portal Groups: iSCSI supports multiple connections within the sanme
session; sone inplementations will have the ability to conbi ne con-
nections in a session across nultiple Network Portals. A Portal G oup
defines a set of Network Portals within an i SCSI Node that collec-
tively supports the capability of coordinating a session with connec-

Julian Satran Expi res August 2002 21



i SCSI 20- January- 02

tions spanning these portals. Not all Network Portals within a Porta
G oup need participate in every session connected through that Portal
G oup. One or nore Portal G oups may provide access to an i SCSI Node.
Each Network Portal as utilized by a given i SCSI Node belongs to
exactly one portal group within that node.

- Portal Goup Tag: This sinple integer value between 1 and 65535
identifies the Portal Goup within an i SCSI Node. Al Network Portals
with the sane portal group tag in the context of a given i SCSI Node
are in the sanme Portal G oup.

- Responder: In a negotiation or exchange, the party that responds to
the originator of the negotiation or exchange.

- SCSI Device: This is the SAM termfor an entity that contains other
SCSI entities. For exanple, a SCSI Initiator Device contains one or
nmore SCSI Initiator Ports and zero or nore application clients; a SCS
Target Device contains one or nore SCSI Target Ports and one or nore
| ogical units. For iSCSI, the SCSI Device is the conponent wthin an
i SCSI Node that provides the SCSI functionality. As such, there can be
at nost one SCSI Device within a given i SCSI Node. Access to the SCS
Devi ce can only be achieved in an i SCSI normal operational session.
The SCSI Device Nane is defined to be the i SCSI Nane of the node and
its use is mandatory in the i SCSI protocol

- SCSI Layer: This builds/receives SCSI CDBs (Command Descri ptor
Bl ocks) and rel ays/receives themw th the remai ni ng conmand execute
paraneters to/fromthe i SCSI Layer

- Session: The group of TCP connections that link an initiator with a
target, forma session (loosely equivalent to a SCSI |-T nexus). TCP
connections can be added and renoved froma session. Across all con-

nections within a session, an initiator sees one "target inmage".

- SSID (Session ID): A session is defined by a session IDthat is com
posed of an initiator part (ISID) and a target part (TSID).

- SCSI Initiator Port: This maps to the endpoint of an i SCSI norma
operational session. An i SCSI normal operational session is negoti-
ated through the | ogin process between an i SCSI initiator node and an
i SCSI target node. At successful conpletion of this process, a SCS
Initiator Port is created within the SCSI Initiator Device. The SCS
Initiator Port Nane and SCSI Initiator Port ldentifier are both
defined to be the i SCSI Initiator Name together with (a) a | abel that
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identifies it as an initiator port nane/identifier and (b) the ISID
portion of the session identifier.

- SCSI Port: This is the SAM2 termfor an entity in a SCSI Device that
provi des the SCSI functionality to interface with a service delivery
subsystem or transport. For iSCSI, the definition of the SCSI Initia-
tor Port and the SCSI Target Port are different.

- SCSI Port Nane: A nanme made up as UTF-8 characters and is basically
the iSCSI Name + 'i' or '"t' + ISID or Portal Goup Tag.

- SCSI Target Port: This maps to an i SCSI Target Portal G oup.

- SCSI Target Port Nanme and SCSI Target Port Identifier: These are
both defined to be the i SCSI Target Nane together with (a) a | abel
that identifies it as a target port name/identifier and (b) the portal
group tag.

- TSID (Target Session ID): The TSIDis the target assigned tag for a
session with a specific named initiator that, together with the 1SID
uniquely identifies a session with that initiator.

It is given to the target during additional connections for the sane
session to identify the associ ated session.
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2. Overview
2.1 SCSI Concepts

The SCSI Architecture Model -2 [ SAM2] describes, in detail, the archi-
tecture of the SCSI famly of I/O protocols. This section provides a
brief background of the SCSI architecture and is intended to famliar-
ize readers with its term nol ogy.

At the highest level, SCSI is a famly of interfaces for requesting

services froml/O devices, including hard drives, tape drives, CD and
DVD drives, printers, and scanners. In SCSI term nology, an individ-
ual /O device is called a "logical unit" (LU

SCSI is a client-server architecture. Clients of a SCSI interface are
called "initiators". Initiators issue SCSI "comands" to request ser-
vice froma logical unit. The "device server” on the | ogical unit
accepts SCSI commands and processes them

A "SCSI transport” maps the client-server SCSI protocol to a specific
interconnect. Initiators are one endpoint of a SCSI transport. The
"target" is the other endpoint. A target can contain nultiple Logica
Units (LUs). Each Logical Unit has an address within a target called a
Logi cal Unit Number (LUN).

A SCSI task is a SCSI command or possibly a |linked set of SCSI com
mands. Sone LUs support multiple pending (queued) tasks, but the queue
of tasks is managed by the target. The target uses an initiator pro-
vided "task tag" to distinguish between tasks. Only one command in a
task can be outstanding at any given tine.

Each SCSI command results in an optional data phase and a required
response phase. In the data phase, information can travel fromthe
initiator to target (e.g., WRITE), target to initiator (e.g., READ)
or in both directions. In the response phase, the target returns the
final status of the operation, including any errors. A response term -
nates a SCSI command.

Command Descriptor Blocks (CDB) are the data structures used to con-
tain the command paranmeters that an initiator hands to a target. The
CDB content and structure is defined by [ SAM and devi ce-type specific
SCSI st andards.
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2.2 1SCSI Concepts and Functional Overview

The 1 SCSI protocol is a mapping of the SCSI renote procedure invoca-
tion nodel (see [SAM) over the TCP protocol. SCSI commands are car-
ried by i SCSI requests and SCSI responses and status are carried by
i SCSI responses. i SCSI al so uses the request response nmechani smfor
i SCSI protocol mechani sns.

For the remai nder of this docunent, the terns "initiator" and "target"”
refer to "i SCSI initiator node" and "i SCSI target node", respectively
(see Section 2.4.1 iSCSI Architecture Mddel) unless otherw se quali -
fied.

In keeping with simlar protocols, the initiator and target divide
t heir communications into nmessages. This docunent uses the term
"i SCSI protocol data unit" (iSCSI PDU) for these nessages.

For performance reasons, i SCSI allows a "phase-coll apse". A command
and its associ ated data nmay be shipped together frominitiator to tar-
get, and data and responses may be shi pped together fromtargets.

The i SCSI transfer direction is defined with regard to the initiator
Qut bound or outgoing transfers are transfers frominitiator to tar-
get, while inbound or incomng transfers are fromtarget to initiator

An i SCSI task is an i SCSI request for which a response is expected.

In this docunment "i SCSI request”, "iSCSI conmmand", request, or
(unqual i fied) command have the sane neaning. Al so, unless otherw se
specified, status, response, or nunbered response have the sane nean-

i ng.
2.2.1 Layers and Sessions

The follow ng conceptual |ayering nodel is used to specify initiator
and target actions and how they relate to transmtted and received
Protocol Data Units:

-The SCSI |ayer builds/receives SCSI CDBs (Comrand Descri ptor
Bl ocks) and rel ays/receives themw th the remai ni ng conmand
execute paraneters (cf. SAMR) to/from ->.
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-The i SCSI | ayer that buil ds/receives i SCSI PDUs and rel ays/
receives themto/fromone or nore TCP connections that forman
initiator-target "session".

Communi cation between the initiator and target occurs over one or nore
TCP connections. The TCP connections carry control nessages, SCS
commands, paraneters, and data within i SCSI Protocol Data Units

(1 SCSI PDUs). The group of TCP connections that Iink aninitiator with
a target, forma session (loosely equivalent to a SCSI |-T nexus - see
Section 2.4.2 SCSI Architecture Mddel). A session is defined by a ses-
sion ID that is conposed of an initiator part and a target part. TCP
connections can be added and renoved from a session. Connections
within a session are identified by a connection ID (CI D).

Across all connections within a session, an initiator sees one "target
imge". Al target identifying el enments, such as LUN, are the sane. In
addition, a target sees one "initiator inmage" across all connections
within a session. Initiator that identifying elenents, such as the
Initiator Task Tag, can be used to identify the sane entity regardl ess
of the connection on which they are sent or received.

i SCSI targets and initiators MJST support at |east one TCP connection
and MAY support several connections in a session. For error recovery
purposes, targets and initiators that support a single active connec-
tion in a session may have to support two connections during recovery.

2.2.2 Odering and i SCSI Nunbering

i SCSI uses Command and Status nunbering schenmes and a Data sequenci ng
schene.

Command nunbering is session-wide and is used for ordered commuand
delivery over multiple connections. It can al so be used as a nechani sm
for conmand flow control over a session.

Status nunbering is per connection and is used to enable m ssing sta-
tus detection and recovery in the presence of transient or permnmanent
conmmuni cation errors.

Dat a sequencing is per command or part of a command (R2T tri ggered

sequence) and is used to detect missing data and/or R2T PDUs due to
header digest errors.
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Typically, fields in the i SCSI PDUs comuni cate the Sequence Nunbers
between the initiator and target. During periods when traffic on a
connection is unidirectional, i SCSI NOPQut/In PDUs may be utilized to
synchroni ze the command and status ordering counters of the target and
initiator.

2.2.2.1 Conmmand Nunbering and Acknow edgi ng

i SCSI supports ordered command delivery within a session. All com
mands (initiator-to-target PDUs) are nunbered.

Many SCSI activities are related to a task (SAM2). The task is identi-
fied by the Initiator Task Tag for the life of the task.

Commands in transit fromthe initiator to the target are nunbered by
i SCSI; the nunber is carried by the i SCSI PDU as CrdSN ( Command-
Sequence- Nunber). The nunbering is session-w de. Qutgoing i SCS
request PDUs carry this nunber. The i SCSI initiator allocates CndSNs
with a 32-bit unsigned counter (nodulo 2**32). Conparisons and arith-
metic on CrdSN SHOULD use Serial Nunber Arithnetic as defined in

[ RFC1982] where SERIAL BITS = 32.

Commands neant for imrediate delivery are marked with an i medi ate
delivery flag; they also carry CndSN. CndSN does not advance for com
mands marked for imedi ate delivery.

Command nunbering starts wth the first login request on the first
connection of a session (the leading | ogin on the | eadi ng connecti on)
and command nunbers are increnented by 1 for every non-imedi ate com
mand i ssued afterwards.

If imrediate delivery is used with task managenent commands, these
commands may reach the target task managenent before the tasks on
whi ch they are supposed to act. However, their CndSN is a marker of
their position in the streamof commands. The task managenent conmand
MUST carry the CndSN that is given to the next non-imredi at e conmand.
The initiator and target nust ensure that the task nanagenent commands
act as specified by SAM2. For exanple, both commands and responses
appear as if delivered in order.

Beyond the scope of this docunent is the neans by which one may

request i medi ate delivery for a command or by which i SCSI deci des by
itself to mark a PDU for inmedi ate delivery.
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The nunber of commands used for imediate delivery is not |imted and
their delivery to execution is not acknow edged t hrough the nunbering
schene. | medi ate commands can be rejected by the i SCSI target due to
a lack of resources. An i SCSI target MJST be able to handle at |east
one i medi ate task managenent command and one i nmredi at e non-t ask- man-
agenent i SCSI request per connection at any tinmne.

Wth the exception of the commands marked for inmedi ate delivery, the
i SCSI target |ayer MJST deliver the commands for execution in the
order specified by CrdSN. Conmands marked for inmedi ate delivery may
be handed over by the i SCSI target |ayer for execution as soon as
detected. i SCSI may avoid delivering some conmands for execution if
required by a prior SCSI or iSCSI action (e.g., clear task set Task
Managenment request received before all the commands on which it was
supposed to act). Delivery for execution neans delivery to the SCS
execution engine or an i SCSI-SCSI protocol specific execution engine
(e.g., for text requests).

On any gi ven connection, the i SCSI initiator MIST send the commands in
i ncreasing order of CndSN, except for commands that are retransmtted
due to digest error recovery and connection recovery.

The initiator and target are assunmed to have the followi ng three reg-
isters that are unique session w de and that define the nunbering
mechani sm

- CdSN - the current command Sequence Nunber, advanced by 1 on
each command shi pped except for commands marked for i medi ate
delivery. CrdsN always contains the nunber to be assigned
next .

- ExpCmdSN - the next expected command by the target. The tar-
get acknow edges all commands up to, but not including, this
nunber. The initiator has to mark the acknow edged commands as
such as soon as a PDU wth the correspondi ng ExpCndSN i s
received. The target i SCSI |ayer sets the ExpCndSN to the
| argest non-i medi ate CrdSN that it can deliver for execution
plus 1 (no holes in the CndSN sequence).

- MaxCnmdSN - the maxi mnum nunber to be shi pped. The queui ng
capacity of the receiving i SCSI | ayer is MaxCnmdSN - ExpCndSN +
1.

ExpCrdSN and MaxCndSN are derived fromtarget-to-initiator PDU
fields. Conparisons and arithnmetic on ExpCrdSN and MaxCndSN SHOULD
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use Serial Nunmber Arithnetic as defined in [RFCL982] where
SERI AL_BI TS = 32.

MaxCndSN and ExpCndSN fiel ds are processed by the initiator as fol-
| ows:

-If the PDU MaxCmdSN i s | ess than the PDU ExpCrdSN-1 (i n Seri al
Arithnmetic Sense), they are both ignored.

-If the PDU MaxCmdSN i s | ess than the | ocal MaxCnrdSN (i n Seri al
Arithnmetic Sense), it is ignored; otherwi se, it updates the
| ocal MaxCrdSN.

-If the PDU ExpCmdSN i s | ess than the | ocal ExpCrdSN (in Seri al
Arithnmetic Sense), it is ignored; otherwi se, it updates the
| ocal ExpCndSN.

Thi s sequence is required since updates may arrive out of order being
that they travel on different TCP connecti ons.

The target MJUST NOT transmt a MaxChmdSN that is | ess than the | ast
ExpCrdSN. For non-i mredi ate commands, the CndSN field can take any
val ue from ExpChndSN to MaxCnrdSN. The target MJUST silently ignore any
non-i mredi at e conmmand outside of this range or non-inmedi ate dupli -
cates within the range.

i SCSI initiators and targets MJST support the conmand nunberi ng
schene.

A nunbered i SCSI request will not change its allocated CdSN, regard-
| ess of the nunber of tinmes and circunstances in which it is reissued.
At the target, it is assunmed that CrdSN is relevant only while the
command has not created any state related to its execution (execution
state); afterwards, CndSN becones irrelevant. Testing for the execu-
tion state (represented by identifying the Initiator Task Tag) is
assunmed to precede any other action at the target, and is foll owed by
ordering and delivery if no execution state is found or delivery if an
execution state is found.

When the current value of the ChdSN register is Q an initiator MJST
not advance CmdSN past R + 2**31 - 1 after reissuing a command with
CmdSN R on a connection while this connection is operational, unless a
new non-i nredi ate command with CrdSN equal or greater than Q was

i ssued on the given connection and its reception acknow edged by the
target (see Section 9.3 Command Retry and C eaning O d Command
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| nstances). The non-i nmredi at e command MJST be sent in order after the
retried command.

A target MJUST NOT issue a command response or DATA-In PDU with status
bef ore acknow edgi ng the command. However, the acknow edgenent can be
included in the response or Data-in PDU itself.

2.2.2.2 Response/ Status Nunbering and Acknow edgi ng

Responses in transit fromthe target to the initiator are nunbered.
The Stat SN (Status Sequence Nunber) is used for this purpose. Stat SN
is a counter maintained per connection. ExpStatSN is used by the ini-
tiator to acknow edge status. The status sequence nunber space is
32bit integers and the arithnmetic operations are the regul ar
nmod(2**32) arithnetic.

Status nunbering starts with the Login response to the first Login
request of the connection. The Login response includes an initial
val ue for status nunbering (any initial value is valid).

To enabl e conmand recovery, the target MAY mai ntain enough state
information to enable data and status recovery after a connection
failure. Atarget can discard all the state informati on mai ntained for
recovery after the status delivery is acknow edged through ExpStat SN.

A | arge absolute difference between Stat SN and ExpStat SN may i ndi cate
a failed connection. Initiators undertake recovery actions if the
difference is greater than an inplenentation defined constant that
SHOULD NOT exceed 2**31- 1.

Initiators and Targets MJST support the response-nunbering schene.

2.2.2.3 Data Sequencing

Dat a and R2T PDUs, transferred as part of some conmand execution, MJST
be sequenced. The DataSN field is used for data sequenci ng. For input
(read) data PDUs, DataSN starts with O for the first data PDU of an

i nput command and advances by 1 for each subsequent data PDU. For out-
put data PDUs, DataSN starts with O for the first data PDU of a
sequence (the initial unsolicited sequence or any data PDU sequence
issued to satisfy an R2T) and advances by 1 for each subsequent data
PDU. R2Ts are al so sequenced per command. For exanple, the first R2T
has an R2TSN of O and advances by 1 for each subsequent R2T. For bidi -
rectional commands, the target uses the DataSN R2TSN to sequence
Data-1n and R2T PDUs in one continuous sequence (undifferentiated).
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Unl i ke command and status, data PDUs and R2Ts are not acknow edged by
afieldin regular outgoing PDUs. Data-ln PDUs can be acknow edged on
demand by a special formof the SNACK PDU. Data and R2T PDUs are
inmplicitly acknow edged by status. The Dat aSN R2TSN fi el d enabl es the
initiator to detect m ssing data or R2T PDUs.

For any given wite command, a target nust have issued | ess than 2**32
R2Ts. Any input or output data sequence MJUST contain | ess than 2**32
nunbered PDUs.

2.2.3 1SCSI Login

The purpose of the i SCSI loginis to enable a TCP connection for i SCS
use, authenticate the parties, negotiate the session's paraneters and
mar k the connection as belonging to an i SCSI sessi on.

A session is used to identify all the connections with a given initi-
ator that belong to the sane | _T nexus to a target. (See Section 2.4.2
SCSI Architecture Model for nore details on how a session relates to
an | _T nexus).

The targets listen on a well-known TCP port or other TCP port for
i ncom ng connections. The initiator begins the |ogin process by con-
necting to one of these TCP ports.

As part of the login process, the initiator and target MAY wish to
aut henti cate each other and set a security association protocol for
the session. This can occur in many different ways and is subject to
negoti ati on.

In order to protect the TCP connection, an | Psec security association
MAY be established before the Login request. Using | Psec security for
i SCSI is specified in Chapter 8 and in [SECIPS].

The i SCSI Logi n Phase is carried through Login requests and responses.
Once suitabl e authentication has occurred and operational paraneters
have been set, the initiator may start to send SCSI comuands. How t he
target chooses to authorize an initiator is beyond the scope of this
docunent. A nore detail ed description of the Login Phase can be found
in Chapter 4.
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The login PDU includes a session ID that is conposed of an initiator
part ISID and a target part TSID. For a new session, the TSIDis null.
As part of the response, the target generates a TSID

During session establishnent, the target identifies the SCSI initia-
tor port (the "I" in the "I_T nexus") through the value pair (Initia-
torName, 1SID) (InitiatorNane is described later in this part). Any
persistent state (e.g., persistent reservations) on the target that
is associated with a SCSI initiator port is identified based on this
val ue pair. Any state associated with the SCSI target port (the "T" in
the "I _T nexus") is identified externally by the Target Nane and port al
group tag (see Section 2.4.1 iSCSI Architecture Mddel) and internally
in an inplenentati on dependent way. As ISIDis used to identify a per-
sistent state, it is subject to reuse restrictions (see Section 2.4.3
Consequences of the Model).

Before the Full Feature Phase is established, only Login Request and
Logi n Response PDUs are allowed. Any other PDU, when received at ini-
tiator or target, is a protocol error and MJST result in the connec-

tion being term nated.

2.2.4 Text Mde Negotiation

During login, and thereafter, sonme session or connection paraneters
are negoti ated through an exchange of textual information.

The initiator starts the negotiation through a Text/Login request and
indicates when it is ready for conpletion (by setting to 1 and keepi ng
to 1 the F bit in a Text Request or the T bit in the Login Request).

The general format of text negotiation is:

Oi gi nat or -> <key>=<val uex>
Responder - > <key>=<val uey>| Not Under st ood| I rr el evant

The originator can either be the initiator or the target and the
responder can either be the target or initiator, respectively. Target
requests are not limted to respond to key=value pairs as offered by
the initiator. The target may offer key=value pairs of its own.

Al'l negotiations are stateless (i.e., the result MJST be based only on

newl y exchanged values). Not offering a key for negotiation is not
equi valent to offering the current (or default) val ue.
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The val ue can be a nunber, a single literal constant a Bool ean val ue
(yes or no), or alist of comma separated, literal constant val ues.

In literal list negotiation, the originator sends a |list of options
(literal constants which may i nclude "None") for each key in its order
of preference.

The responding party answers with the first value that it supports and
is allowed to use for the specific originator selected fromthe orig-
inator |ist.

The constant "none" MJST al ways be used to indicate a m ssing func-
tion. However, none is a valid selection only if it is explicitly
of f er ed.

| f a responder does not support or is not allowed to use all of the
offered options with a specific originator, it may use the constant
"Rej ect".

For nunerical and single literal negotiations, the responding party
MUST respond with the required key. The value it sel ects, based on the
selection rule specific to the key, becones the negotiation result.
The selection of a value not adm ssible under the selection rules is
considered a protocol error and is handl ed accordingly.

For Bool ean negotiations (keys taking the values yes or no), the
respondi ng party MJST respond with the required key and the result of
t he negoti ati on when the received val ue does not determ ne that result
by itself. The last value transmtted beconmes the negotiation result.
The rules for selecting the value with which to respond are expressed
as Bool ean functions of the value received and the value that the
respondi ng party would select in the absence of know edge of the
recei ved val ue.

Specifically, the two cases in which responses are OPTI ONAL are:

- The Bool ean function is "AND' and the value "no" is received.
The outcone of the negotiation is "no".

- The Bool ean function is "OR' and the value "yes" is received.
The outconme of the negotiation is "yes".

Responses are REQU RED in all other cases, and the value chosen and
sent by the responder beconmes the outcone of the negotiation.
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If a specific key is not relevant for the current negotiation, the
responder may answer with the constant "lIrrelevant” for all types of
negoti ati on.

Any ot her key not understood by the responder may be ignored by the
responder w thout affecting the basic function. However, the Text
Response for a key not understood MJST be key=Not Under st ood.

The value "?" with any key has the neaning of enquiry and should be
answered with the current val ue or "NotUnderstood”. The val ue "?" MJST
be used ONLY in Full Feature Phase. Wenever the responder has 2 two
val ues for a key - one for the offering-to-respondi ng-party direction
and a second one for the responding-to-offering-party direction it
will answer with the two val ues separated by a comma starting with the
requesting-to-offering-party direction.

The constants "None", "Reject”, "lrrelevant”, and "Not Understood" are
reserved and nmust only be used as described here.

Sonme basic key=value pairs are described in Chapter 12. Al keys in
Chapter 12, except for the X- extension format, MJST be supported by
i SCSI initiators and targets.

Manuf acturers may introduce new keys by prefixing themwth X- fol-
| owed by their (reversed) domain nane. For exanple the conpany owni ng
t he domai n acne.com can i ssue:

X-com acne. bar. f oo. do_sonet hi ng=3

2.2.5 i1SCSI Full Feature Phase

Once the initiator is authorized to do so, the i SCSI sessionis in the
i SCSI Full Feature Phase. A session is in Full Feature Phase after
successfully finishing the |ogin phase on the first (Ileading) connec-
tion of a session. A connection is in Full Feature Phase if the ses-
sionis in Full Feature Phase and the connection |ogin has conpleted
successfully. An i SCSI connection is not in Full Feature Phase a) when
it does not have an established transport connection, or b) when it
has a valid transport connection, but a successful |ogin was not per-
formed or the connection is currently |ogged out. In a normal Ful
Feature Phase, the initiator may send SCSI commands and data to the
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various LUs on the target by wapping themin i SCSI PDUs that go over
t he established i SCSI session.

For an i SCSI request issued over a TCP connection, the correspondi ng
response and/ or requested PDU(s) MJIST be sent over the sanme connection
by default. We call this "connection allegiance". If the original con-
nection fails before the command is conpl eted, the connection alle-
gi ance of the conmmand nmay be explicitly reassigned to a different
transport connection as described in detail in Section 7.1 Retry and
Reassign in Recovery.

For SCSI conmmands that require data and/or a paraneter transfer, the
(optional) data and the status for a command MJUST be sent over the
same TCP connection to which the SCSI command is currently all egiant,
illustrating the above rule.

Thus, if an initiator issues a READ command, the target MJST send the
requested data, if any, followed by the status to the initiator over
t he same TCP connection that was used to deliver the SCSI command. |f
an initiator issues a WRITE command, the initiator MJST send t he data,
if any, for that command. The target MJST return Ready To Transfer
(R2T), if any, and the status over the same TCP connection that was
used to deliver the SCSI command. Retransm ssion requests (SNACK
PDUs) and the data and status that they generate MJST al so use the
same connecti on.

However, consecutive commands that are part of a SCSI |inked conmand-
chain task MAY use different connections. Connection allegiance is
strictly per-command and not per-task. During the i SCSI Full Feature
Phase, the initiator and target MAY interleave unrelated SCSI com
mands, their SCSI Data, and responses over the session.

Qutgoing SCSI data (initiator to target user data or conmmand paramne-

ters) is sent as either solicited data or unsolicited data. Solicited
data is sent in response to R2T PDUs. Unsolicited data can be sent as
part of an i SCSI command PDU ("imedi ate data") or in separate i SCS

data PDUs. An initiator may send unsolicited data as immediate up to
t he negotiated maxi mum PDU size or in a separate PDU sequence (up to
the node page Iimt). Al subsequent data MJST be solicited. The max-
imumsize of an individual data PDU or the i nmedi ate-part of the first
unsol i cited burst MAY be negotiated at | ogin.
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Targets operate in either solicited (R2T) data node or unsolicited
(non R2T) data node. In unsolicited node, an initial R2T that allows a
transfer up to the FirstBurstSize is inplied. A target MAY separately
enabl e i medi ate data wi thout enabling the nore general (separate
data PDUs) form of unsolicited data.

An initiator SHOULD honor an R2T data request for a valid outstanding
command (i.e., carrying a valid Initiator Task Tag) provided the com
mand i s supposed to deliver outgoing data and the R2T specifies data
wi thin the command bounds.

It is considered an error for an initiator to send unsolicited data
PDUs to a target that operates in R2T node (only solicited data is
allowed). It is also an error for an initiator to send nore data,
whet her i mredi ate or as separate PDUs, than the SCSI limt for first
burst. At login, an initiator MAY request to send data bl ocks and a
first burst of any size; in this case, the target MJST indicate the
size of the first burst and of the i mediate and data bl ocks that it
is ready to accept.

A target SHOULD NOT silently discard data and request retransm ssion
t hrough R2T. Initiators SHOULD NOT keep track of the data transferred
to or fromthe target (scoreboarding); targets performresidual count
calculation. Incomng data for initiators is always inplicitly solic-
ited. SCSI data packets are matched to their corresponding SCSI com
mands by using Tags specified in the protocol.

Initiator tags for pending commands are unique initiator-wi de for a
session. Target tags are not strictly specified by the protocol. It is
assunmed that these tags are used by the target to tag (alone or in
conbination with the LUN) the solicited data. Target tags are gener-
ated by the target and "echoed"” by the initiator. The above nechani sns
are designed to acconplish efficient data delivery and a | arge degree
of control over the data flow

i SCSI initiators and targets MJST al so enforce sone ordering rules.
Unsolicited data MUST be sent on every connection in the sane order in
whi ch conmands were sent. A target that receives data out of order MAY
term nate the session
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2.2.6 iSCSI Connection Term nation

An i SCSI connection may be term nated by use of a transport connection
shutdown, or a transport reset. Transport reset is assunmed to be an
exceptional event.

G aceful TCP connection shutdowns are done by sending TCP FINs. A
graceful transport connection shutdown SHOULD be initiated by either
party only when the connection is not in iSCSI full-feature phase. A
target MAY termnate a full-feature phase connection on interna
exception events, but it SHOULD announce the fact through an Asynchro-
nous Message PDU. Connection term nation w th outstandi ng conmands
may require recovery actions.

I f a connection is termnated while in full-feature phase, connection
cl eanup (section 6) is required as a prelude to recovery. By doing
connection cl eanup before starting recovery, the initiator and target
can avoid receiving stale PDUs after recovery. In this case, the ini-
tiator sends a Logout request on one of the operational connections of
a session that indicates which i SCSI connection should be | ogged out.

2.2.7 Nam ng and Addressing

Al 1SCSI initiators and targets are naned. Each target or initiator
is known by an i SCSI Nane. The i SCSI Nane is independent of the | oca-
tion of the initiator and target; two formats are provided that all ow
the use of existing nam ng authorities to generate nanes.

One of these formats all ows t he use of a regi stered domai n nane as a
nam ng authority; it is inportant not to confuse this with an address.
The i SCSI Nanme is a UTF-8 text string and is defined in [NDT].

i SCSI Nanmes are used to provide:

- Aninitiator identifier for configurations that provide nulti-
ple initiators behind a single |IP address.

- Atarget identifier for configurations that present nultiple
targets behind a single | P address and port.

- A nethod to recognize multiple paths to the same device on
different I P addresses and ports.

An identifier for source and destination targets for use in
third party commands.

An identifier for initiators and targets to enable themto
recogni ze each ot her regardl ess of | P address and port mappi ng
on internediary firewalls.
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The initiator MIJST present both its i SCSI Initiator Name and t he i SCS
Target Nanme to which it wshes to connect in the first |ogin request
of a new session. The only exception is if a discovery session (see
Section 2.3 i SCSI Session Types) is to be established; the i SCSI Ini-
tiator Nanme is still required, but the i SCSI Target Nanme may be

i gnored. The key "SessionType=Di scovery" is sent by the initiator at
login to indicate a di scovery session.

The default name "i SCSI" is reserved and is not used as an i ndi vi dual
initiator or target nane.

i SCSI Nanmes do not require special handling within the i SCSI | ayer;
t hey are opaque and case-sensitive for purposes of conparison.

Exanpl es of i SCSI Nanes:

i gn. 1998- 03. com di sk-vendor . di skarrays. sn. 45678

i qn. 2000- 01. com gat eways. yourtargets. 24

i gn. 1987- 06. com os-vendor. pl an9. cdrom 12345

i gn. 2001- 03. com servi ce-provi der. users. cust omer 235. host 90
eui . 02004567A425678D

i SCSI nodes al so have addresses. An i SCSI address specifies a single
path to an i SCSI node and has the follow ng format:

<domai n- name>[ : <port >]
Wher e <domai n-nanme> i s one of:

- | Pv4 address, in dotted decimal notation. Assuned if the nane
contains exactly four nunbers, separated by dots (.), where
each nunber is in the range 0..255.

- I Pv6 address, in colon-separated hexadeci mal notation, as
specified in [ RFC2373] and enclosed in "[" and "]" characters,
as specified in [ RFC2732].

- Fully Qualified Domain Nane (host nane). Assuned if the
<domai n-nane> is neither an I Pv4 nor an | Pv6 address.

For i SCSI targets, the <port> in the address is optional; if speci-
fied, it is the TCP port on which the target is listening for connec-

tions. If the <port>is not specified, the default port 3260, assigned
by ANA, will be assuned. For iSCSI initiators, the <port>is omtted.

Exanpl es of addresses:
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10.40.1.2

[ FEDC: BA98: 7654: 3210: FEDC: BA98: 7654: 3210]
[ 1080: 0: 0: 0: 8: 800: 200C: 417A]

[ 3f f e: 2a00: 100: 7031: : 1]

[ 1080: : 8: 800: 200C: 417A]

[::192.9.5.5]

nmydi sks. exanpl e. com

To assist in providing a nore human-readabl e user interface for
devices that contain i SCSI targets and initiators, a target or initi-
ator may al so provide an alias. This alias is a sinple UTF-8 string,
is not globally unique, and is never interpreted or used to identify
an initiator or device within the i SCSI protocol. Its use is described
in [ NDT].

Third party commands require that protocol-specific addresses be com
muni cated within SCSI CDBs. The i SCSI protocol -specific address con-
sists of an i SCSI nanme, or an i SCSI nane + TCP address.

An initiator may discover the i SCSI Target Nanes to which it has
access, along with their addresses, using the SendTargets text
request, or by other techniques discussed in [NDT].

2.2.8 Persistent State

i SCSI does not require any persistent state nmaintenance across ses-
sions. However in sone cases, SCSI requires persistent identification
of the SCSI initiator port nanme (for i SCSI, the InitiatorNane plus the
| SID portion of the session identifier). (See Section 2.4.2 SCS
Architecture Mddel and Section 2.4.3 Consequences of the Model.)

i SCSI sessions do not persist through power cycles and boot opera-
tions.

Al'l i SCSI session and connection paraneters are re-initialized on
session and connection creation.

Commands persi st beyond connection termnation if the session per-

sists and command recovery within the session is supported. However,
when a connection i s dropped, comand execution, as perceived by i SCS
(i.e., involving i SCSI protocol exchanges for the affected task), is
suspended until a new al |l egi ance is established by the 'task reassign
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task managenent function. (See Section 10.5 Task Managenent Function
Request .)

2.2.9 Message Synchronization and Steering
2.2.9.1 Rationale

i SCSI presents a mappi ng of the SCSI protocol onto TCP. This encapsu-
lation is acconplished by sending i SCSI PDUs of varying |engths.
Unfortunately, TCP does not have a built-in mechanismfor signaling
message boundaries at the TCP |l ayer. 1 SCSI overcones this obstacle by
pl aci ng t he nessage length in the i SCSI nessage header. This serves to
delineate the end of the current nessage as well as the begi nning of
t he next nessage.

In situations where | P packets are delivered in order fromthe net-
wor k, i SCSI message framng i s not an i ssue and nessages are processed
one after the other. In the presence of |IP packet reordering, (i.e.,
frames bei ng dropped) | egacy TCP inpl enentations store the "out of
order" TCP segnents in tenporary buffers until the m ssing TCP seg-
ments arrive, upon which the data nust be copied to the application
buffers. IniSCSI, it is desirable to steer the SCSI data within these
out of order TCP segnents into the pre-allocated SCSI buffers rather
than store themin tenporary buffers. This decreases the need for ded-
icated reassenbly buffers as well as the | atency and bandw dth rel at ed
to extra copies.

Rel ying solely on the "nessage | ength" information fromthe i SCSI nes-
sage header may make it inpossible to find i SCSI nmessage boundaries in
subsequent TCP segnents due to the | oss of a TCP segnent that contains
the i SCSI nessage | ength. The m ssing TCP segnent(s) nust be received
before any of the foll ow ng segnents can be steered to the correct
SCSI buffers (due to the inability to determ ne the i SCSI nessage
boundaries). Since these segnents cannot be steered to the correct

| ocation, they nust be saved in tenporary buffers that nust then be
copied to the SCSI buffers.

D fferent schemes can be used to recover synchroni zation. One of these
schenes is detailed in Appendix A. - Sync and Steering with Fixed
Interval Markers -. To make these schenmes work, i SCSI inplenentations
have to make sure that the appropriate protocol |ayers are provided
wi th enough information to inplement a synchronization and/or data
steering mechani sm
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2.2.9.2 Synchronization (sync) and Steering Functional Model

We assune that i SCSI is inplenented according to the follow ng | ayer-

i ng schene:
o +
| SCSlI |
o +
| i SCSI |
o +
| Sync and Steering |
| Fom e e e e oo - + |
| TCP |
| Fom e e e e oo - + |
o +
| Lower Functional Layers]|
I (LFL) I
o +
I I P I
o +
| Li nk |
o +

In this nodel, LFL can be |IPsec (a nmechani sm changing the |IP stream
and invisible to TCP). W assune that Sync and Steering operates just
underneath i SCSI. An inplenentation may choose to place Sync and
Steering sonmewhere else in the stack if it can translate the informa-
tion kept by iSCSI in terns valid for the chosen | ayer.

According to our layering nodel, iSCSI considers the information it
delivers to the Sync and Steering | ayer (headers and payl oads) as a
contiguous stream of bytes mapped to the positive integers fromO to
infinity. In practice, though, iSCSI is not expected to handle infi-
nitely long streans; stream addressing will wap around at 2**32-1.

Thi s nodel assunes that the i SCSI | ayer will deliver conplete PDUs to
underlying layers in single (atom c) operations. The underlying | ayer
does not need to exam ne the streamcontent to di scover the PDU bound-
aries. If a specific inplenmentation perforns PDU delivery to the Sync
and Steering layer through nultiple operations, it MJST bracket an
operation set used to deliver a single PDU in a manner that the Sync
and Steering Layer can understand.
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The Sync and Steering Layer (which is OPTIONAL) MUST retain the PDU
end address within the streamfor every delivered i SCSI PDU

To enabl e the Sync and Steering operation to perform Steering, addi-
tional information, including identifying tags and buffer offsets,
MUST al so be retained for every sent PDU. The Sync and Steering Layer
is required to add enough information to every sent data item (IP
packet, TCP packet or sone other superstructure) to enable the
receiver to steer it to a nenory |ocation independent of any other
pi ece.

If the transm ssion streamis built dynamcally, this information is
used to insert Sync and Steering information in the transm ssion
stream (at first transm ssion or at re-transm ssion) either through a
gl obally accessible table or a call-back nmechanism If the transm s-
sion streamis built statically, the Sync and Steering information is
inserted in the transm ssion stream when data are first presented to
sync and steering.

The retained informati on can be rel eased whenever the transmtted
data is acknow edged by the receiver. (in the case of dynamcally
built streans, by deletion fromthe global table or by an additional
cal | back) .

On the outgoing path, the Sync and Steering |ayer MJUST map the outgo-
ing stream addresses fromi SCSI stream addresses to TCP stream
sequence nunbers.

On the incomng path, the Sync and Steering | ayer extracts the Sync
and Steering information fromthe TCP stream It then hel ps steer
(place) the data streamto its final |ocation and/or recover i SCSI PDU
boundari es when sone TCP packets are |ost or received out of order
The data stream seen by the receiving i SCSI layer is identical to the
data streamthat left the sending i SCSI |ayer. The Sync and Steering
information is kept until the PDUs to which it refers are conpletely
processed by the i SCSI |ayer.

On the incomng path, the Sync and Steering | ayer does not change the
way TCP notifies iSCSI about in-order data arrival. Al data pl ace-
ments, in-order or out-of-order, perfornmed by the Sync and Steering
| ayer are hidden fromi SCSI while conventional, in order, data arrival
notifications generated by TCP are passed through to i SCS
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2.2.9.3 Sync and Steering and O her Encapsul ati on Layers

We recogni ze that in many environnents the following is a nore appro-
priate | ayering nodel

T +
| SCSlI |
T +
| i SCSI |
T +
| Upper Functional Layers (UFL) |
T +
| Sync and Steering |
I e + |
| TCP |
I e + |
T +
| Lower Functional Layers (LFL) |
T +
I I P I
T +
| Li nk |
T +

In this nodel, UFL can be TLS (see[ RFC2246]) or sone other transport
conversi on nmechani sm (a nmechani smthat changes the TCP stream but
that is transparent to i SCSl).

To be effective and act on reception of TCP packets out of order, Sync
and Steering has to be underneath UFL, and Sync and Steering data nust
be left out of any UFL transformation (encryption, conpression, pad-
ding etc.). However, Sync and Steering MJST take into account the
additional data inserted in the streamby UFL. Sync and Steering MAY
also restrict the type of transformations UFL may performon the
stream

Thi s makes i npl enentati on of Sync and Steering in the presence of oth-
erw se opaque UFLs less attractive.

2.2.9.4 Sync/ Steering and i SCSI PDU Si ze

When a large i SCSI nessage is sent, the TCP segnent(s) that contain
the i SCSI header may be lost. The remaining TCP segnent(s) up to the
next i SCSI nmessage nmust be buffered (in tenporary buffers) since the
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i SCSI header that indicates to which SCSI buffers the data is to be
steered was lost. To minimze the anount of buffering, it is recom
mended that the i SCSI PDU si ze be restricted to a small val ue (perhaps
a few TCP segnents in length). During |login, each end of the i SCS
session specifies the maxi mumi SCSI PDU size it will accept.

2.3 1 SCSI Session Types

i SCSI defines two types of sessions:

a) Normal operational session - an unrestricted session.

b) Discovery-session - a session opened only for target di scovery;
the target MAY accept only text requests with the SendTargets key
and a | ogout request with reason "close the session".

The session type is defined during login with key=val ue paraneter in
t he | ogi n conmand.

2.4 SCSI to i SCSI Concepts Mappi ng Mdel

The fol |l owm ng di agram shows an exanpl e of how nultiple i SCSI Nodes
(targets in this case) can coexist within the sane Network Entity

and can share Network Portals (1P addresses and TCP ports). O her nore
conpl ex configurations are al so possible. See Section 2.4.1 iSCS
Architecture Model for detailed descriptions of the conponents of

t hese di agrans.
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Network Entity (iSCSI Cient)

I I
I I
| S + |
| | 1 SCSI Node | |
| | (Initiator) | |
| S + |
I I I I
| +-------e- - S TS + |
| | Network Portal| | Network Portal| |
[ | 10.1.30.4 | | 10.1.40.6 |
I S I IS +- +

I I

| 1P Networks |

I I
I S I IS +- +
| | Network Portal| | Network Portal| |
| | 10.1.30.21 | | 10.1.40.3 |
| | TCP Port 4 | | TCP Port 4 | |
| +-------e- - S TS + |
I I I I
R EREEREEE |
I I I I
| o m e oo o - S TS + |
| | 1SCSI Node | | iSCSI Node | |
| | (Target) | | (Target) ||
| o m e oo o - S TS + |
I I
| Network Entity (i SCSI Server) |
o +

2.4.1 iSCSI Architecture Model

This section describes the part of the i SCSI architecture nodel that
has the nost bearing on the relationship between i SCSI and the SCS
Archi tecture Model .

a) Network Entity - represents a device or gateway that is acces-
sible fromthe IP network. A Network Entity nust have one or nore
Network Portals (see itemd), each of which can be used by sone

i SCSI Nodes (see item (b)) contained in that Network Entity to gain
access to the I P network.
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b) 1 SCSI Node - represents a single i SCSI initiator or iSCSI tar-
get. There are one or nore i SCSI Nodes within a Network Entity. The
i SCSI Node is accessible via one or nore Network Portals (see item
d). An i SCSI Node is identified by its i SCSI Nanme (see Section
2.2.7 Nam ng and Addressing and Chapter 12). The separation of the
i SCSI Nanme fromthe addresses used by and for the i SCSI node al | ows
mul tiple i SCSI nodes to use the sane addresses, and the sane i SCS
node to use nultiple addresses.

c) An alias string could al so be associated with an i SCSI Node.
The alias allows an organization to associate a user friendly
string with the i SCSI Name. However, the alias string is not a sub-
stitute for the i SCSI Name.

d) Network Portal - a conponent of a Network Entity that has a
TCP/ | P networ k address and that nmay be used by an i SCSI Node within
that Network Entity for the connection(s) within one of its i SCS
sessions. Inan initiator, it isidentified by its IP address. In a
target, it is identified by its IP address and its |istening TCP
port.

e) Portal Goups - i SCSI supports multiple connections wthin the
sanme session; sone inplenmentations will have the ability to com
bi ne connections in a session across nultiple Network Portals. A
Portal G oup defines a set of Network Portals within an i SCSI Node
that collectively supports the capability of coordinating a ses-
sion with connections that span these portals. Not all Network Por-
tals within a Portal G oup need to participate in every session
connected through that Portal G oup. One or nore Portal G oups may
provi de access to an i SCSI Node. Each Network Portal, as utilized
by a given i SCSI Node, belongs to exactly one portal group within
that node. Portal G oups are identified wthin an i SCSI Node by a
portal group tag, a sinple integer value between 1 and 65535 (see
Section 12.3 SendTargets). Al Network Portals with the sane por-
tal group tag in the context of a given i SCSI Node are in the sane
Portal G oup.

Both i SCSI Initiators and i SCSI Targets have portal groups, though
only the i SCSI Target Portal G oups are used directly in the i SCS

protocol (e.g., in SendTargets). See Section Section 9.1.1 Conser-
vative Reuse of ISIDs for references to the Initiator Portal
G oups.
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f) Portals within a Portal G oup are expected to have simlar
har dwar e characteri stics, as SCSI port specific node pages

may affect all portals within a portal group. (See Section 2.4.3.2
SCSI Mode Pages) .

The foll ow ng di agram shows an exanpl e of one such configuration on a
target and how a session that shares Network Portals within a Portal
Group may be established.

---------------------------- P Network---------------------
I I I

ARRRREEEE [EREREEEEEEEEEEE | | o
| R B [ ----- + e I +
| | +--------- + - -- - + | | +--------- + |
| | | Network | | Network | | | | Network | |
| | | Portal | | Portal | | | | Portal | |
RS EEEEE F e + | | e +
| I I I I I I
| | | Por t al | | | | Portal |
| I Goup 1 I I I | Goup 2 |
| Fom e e e e e e e e a e o - + S +
I I I I
| o e e e e e e e e e oo - R oy +
| | 1SCSI Session (Target side)| | iSCSI Session (Target side) |
| || I
| | (iSCSI Nane + TSI D=2) | | (iSCSI Nanme + TSI D=1) |
| o e e e e e e e e e oo - R oy +
I
| i SCSI Target Node
| (within Network Entity, not shown)
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

2.4.2 SCSI Architecture Model

This section describes the rel ationship between the SCSI Architecture
Model [ SAMR] and constructs of the SCSI device, SCSI port and | _T
nexus, and the i SCSI constructs, described above.

This relationship inplies inplenmentation requirenents in order to

conformto the SAM2 nodel and ot her SCSI operational functions. These
requirenments are detailed in Section 2.4.3 Consequences of the Mdel.
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a) SCSI Device - the SAM termfor an entity that contains other
SCSI entities. For exanple, a SCSI Initiator Device contains
one or nore SCSI Initiator Ports and zero or nore application
clients. A SCSI Target Device contains one or nore SCSI Tar get
Ports and one or nore logical units. For iSCSI, the SCS
Device i s the conponent within an i SCSI Node that provides the
SCSI functionality. As such, there can be one SCSI Device, at
nost, within a given i SCSI Node. Access to the SCSI Device can
only be achieved in an i SCSI normal operational session (see
Section 2.3 i SCSI Session Types). The SCSI Device Nane is
defined to be the i SCSI Nane of the node and its use i s manda-
tory in the i SCSI protocol

b) SCSI Port - the SAM2 termfor an entity in a SCSI Device that
provi des the SCSI functionality to interface with a service
delivery subsystemor transport. For i SCSI, the definition of
SCSI Initiator Port and SCSI Target Port are different.

SCSI Initiator Port: This maps to the endpoint of an i SCSI nor-
mal operational session (see Section 2.3 i SCSI Session Types).
An i SCSI normal operational session is negotiated through the
| ogin process between an i SCSI initiator node and an i SCS
target node. At successful conpletion of this process, a SCS
Initiator Port is created within the SCSI Initiator Device.
The SCSI Initiator Port Name and SCSI Initiator Port ldenti-
fier are both defined to be the i SCSI Initiator Nane together
with (a) a label that identifies it as an initiator port nane/
identifier and (b) the ISID portion of the session identifier.

SCSI Target Port: This maps to an i SCSI target Portal G oup.
The SCSI Target Port Nane and the SCSI Target Port ldentifier
are both defined to be the i SCSI Target Nane together wth (a)
a label that identifies it as a target port nane/identifier
and (b) the portal group tag.

The SCSI Port Nane is mandatory in i SCSI. Wen used in SCS
paraneter data, the SCSI port nanme should be formatted as:

- The 1 SCSI Nane in UTF-8 format, followed by

- anull termnator (1lbyte), followed by

- the ASCII character "i' (for SCSI Initiator Port) or the
ASClI | character '"t' (for SCSI Target Port), followed by

- anull termnator (1lbyte), followed by

- zero to 3 null pad bytes so that the conplete format is a
mul ti ple of four bytes |long, followed by

- the 6byte value of the ISID (for SCSI initiator port) or the
2byte val ue of the portal group tag (for SCSI target port) in
network byte order (BigEndian).

SCSI port nanmes have a maxi mum |l ength of 264 bytes for initi-
ator ports, 260 bytes for target ports, and nust be a nultiple
of four bytes long. The ASCI| character '"i' or '"t' is the
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| abel that identifies this port as either a SCSI Initiator
Port or a SCSI Target Port. This ASCI|I character al so provides
the interpretation and size of the remaining six bytes (initi-
ator) or two bytes (target).

c) I _T nexus - a relationship between a SCSI Initiator Port and
a SCSI Target Port, according to [ SAM]. For iSCSlI, this rel a-
tionship is a session, defined as a relationship between an
i SCSI Initiator's end of the session (SCSI Initiator Port) and
the i SCSI Target's Portal G oup. The | _T nexus can be identi -
fied by the conjunction of the SCSI port nanmes. That is, the
| T nexus identifier is the tuple (iSCSI Initiator Name + 'i
+ ISID, iSCSI Target Nane + 't' + Portal G oup Tag).

NOTE: The | _T nexus identifier is not equal to the session iden-
tifier (SSID).

2.4.3 Consequences of the Model

This section describes inplenmentati on and behavi oral requirenents
that result fromthe mapping of SCSI constructs to the i SCSI con-
structs defined above. The follow ng are the two assunptions that are
t he basis of these requirenents:

a) Between a given i SCSI Initiator and i SCSI Target, at any given
time, only one session can exist with a given session identifier
(SSI D).

b) Between a given SCSI initiator port and SCSI target port,
only one | _T nexus (session) can exist. That is, no nore than one
nexus relationship (parallel nexus) is allowed.

These assunptions lead to the foll owm ng concl usions and requirenents.

| SID RULE: Between a given i SCSI Initiator and i SCSI Target Portal

G oup (SCSI target port), there can be only one session with a given
value for I1SID that identifies the SCSI initiator port. See Section
10.12.6 1 SI D

The structure of the 1SID that contains a nam ng authority conponent
(see Section 10.12.6 ISID and [NDT]) provides a nmechanismto facili -
tate conpliance with the ISID rule (See al so Section 9.1.1 Conserva-
tive Reuse of |SIDs).
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The 1 SCSI Initiator Node i s expected to nmanage t he assi gnnent of 1Sl Ds
prior to session initiation. The "I SID RULE" does not preclude the use
of the same ISID fromthe same i SCSI Initiator with different Target
Portal G oups on the sanme i SCSI target or on other i SCSI targets (see
Section 9.1.1 Conservative Reuse of ISIDs). Allowng this would be
anal ogous to a single SCSI Initiator Port having rel ationships
(nexus) with nmultiple SCSI target ports on the same SCSI target device
or SCSI target ports on other SCSI target devices. It is also possible
to have nmultiple sessions with different 1SIDs to the sanme Target Por -
tal G oup. Each such session would be considered to be with a differ-
ent initiator even when the sessions originate fromthe sanme initiator
device. The sane |ISID may be used by a different i SCSI initiator
because it is the i SCSI Nane together with the ISID that identifies
the SCSI Initiator Port.

NOTE: A consequence of the | SID RULE and the specification for the | _T
nexus identifier is that two nexus with the sane identifier should
never exi st at the same tine.

TSI D RULE: The i SCSI Target SHOULD NOT select a TSID for a given login
request if theresulting SSIDis already in use by an exi sting session
between the target and the requesting i SCSI Initiator. See Section
9.1.1 Conservative Reuse of 1Sl Ds.

2.4.3.1 | _T Nexus State

Certain nexus relationships contain an explicit state (e.g., initia-
tor-specific node pages or reservation state) that may need to be pre-
served by the target (or nore correctly stated, the device server in a
| ogical unit) through changes or failures in the i SCSI |ayer (e.g.,
session failures). In order for that state to be restored, the i SCS
initiator should re-establish its session (re-login) to the sane Tar-
get Portal Goup using the previous ISID. That is, it should perform
session recovery as described in Chapter 7. This is because the SCSI
initiator port identifier and the SCSI target port identifier (or rel-
ative target port) formthe datumthat the SCSI |ogical unit device
server uses to identify the |I_T nexus.

2.4.3.2 SCSI Mde Pages

If the SCSI |ogical unit device server does not maintain initiator-
speci fic node pages, and an initiator makes changes to port-specific
node pages, the changes may affect all other initiators logged in to
that i SCSI Target through the sane Target Portal G oup
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Changes vi a node pages to the behavior of a portal group via one i SCS
node shoul d not affect the behavior of this portal group with respect
to other i SCSI Target Nodes, even if the underlying inplenmentation of
a portal group serves nmultiple i SCSI Target Nodes in the sane Network
Entity.

2.5 Request/ Response Sunmmary

This section lists and briefly describes all the i SCSI PDU types
(request and responses).

Al 1SCSI PDUs are built as a set of one or nore header segnents
(basic and auxiliary) and zero or one data segnents. The header group
and the data segnent may be followed by a CRC (digest).

The basi c header segnment has a fixed |length of 48 bytes.

2.5.1 Request/Response types carrying SCSI payl oad
2.5.1.1 SCsSI - Command

This request carries the SCSI CDB and all the other SCSI execute com
mand procedure call output paraneters such as task attributes, Com
mand Ref erence Nunber, Expected Data Transfer Length for one or both
transfer directions (the later for bidirectional conmmands), and Task
Tag. The | _T_L nexus is derived by the initiator and target fromthe
LUN field in the request and the | _T nexus inplicit in the session
identification.

In addition, the SCSI-comand PDU carries information required for

t he proper operation of the i SCSI protocol - the conmand sequence num
ber (CrdSN) and the expected status nunber on the connection it is

i ssued (ExpStat SN)

Part or all of the SCSI output (wite) data associated with the SCS
command may be sent as part of the SCSI-Conmmand PDU as a data segnent.

2.5.1.2 SCSI-Response

The SCSI - Response carries all the SCSI execute command procedure cal
i nput paranmeters and the SCSI execute conmand procedure call return
val ue.
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It contains the residual counts fromthe operation if any, and an

i ndi cation of whether the counts represent an overflow or an under-
flow, and the SCSI status if the status is valid or a response code (a
non-zero return value for the execute-command procedure call) if the
status is not valid.

For a valid status that indicates that the command is executed but
resulted in a exception (e.g., a SCSI CHECK CONDI TI ON), the PDU data
segnent contains the associ ated sense data.

Sonme data segnment content may al so be associated (in the data seg-
ment) with a non-zero response code.

In addition, the SCSI-Response PDU carries information required for

t he proper operation of the i SCSI protocol - the nunber of Data-In PDU
that a target has sent (to enable the initiator to check that al
arrived) - ExpDataSN, the Status Sequence Nunber on this connection -
St at SN and t he next Expected Command Sequence Nunmber at target - ExpC
nmdSN, the Maxi mum CrdSN acceptable at target fromthis initiator

2.5.1.3 Task Managenent Function Request

The task managenent function request provides an initiator with a way
to explicitly control the execution of one or nore SCSI Tasks or i SCS
functions. The PDU carries a function identifier (which task manage-
ment function to perform and enough information to unequivocally
identify the task or task-set on which to performthe action even if
the task(s) to act upon has not yet arrived or has been discarded due
to an error.

The referenced tag identifies an individual task if the function
refers to an individual task.

The | _T L nexus identifies task sets and is carried by the LUN (and
inplied by the session identification).

For task sets, the CrdSN of the task managenment function request hel ps
identify the tasks upon which to act, nanely all tasks associated with
a LUN and having a CndSN precedi ng the task managenent function
request CnudSN.

The task managenent function request execution is conpletely per-
formed at the target, (i.e., any coordination between responses to the
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tasks affected and the task managenent function request response is
done by the target).

2.5.1.4 Task Managenent Function Response

The Task Managenent Function Response carries an indication of func-
tion conpletion for a Task Managenent Function Request includi ng how
it conpleted (response and qualifier) and additional information for
failure responses (Referenced Task Tag - if an abort task failed).

After the task managenent response indicating task managenent func-
tion conpletion, the initiator wll not receive any additional
responses fromthe affected tasks.

2.5.1.5 SCSI Data-out and SCSI Data-in

The SCSI Dat a-out and SCS Data-in are the nmain vehicles by which SCSI
data payload is carried between initiator and target. Data payload is
associated with a specific SCSI command through the Initiator Task
Tag. For the target, convenience, outgoing solicited data also car-
ries a Target Transfer Tag (copied from R2T) and the LUN

Each PDU contains the payload I ength and the data offset relative to
t he buffer address contained in the SCSI exec command procedure call.

In each direction, the data transfer is split into "sequences". An
end- of - sequence is indicated by the F bit.

An out goi ng sequence is either unsolicited (only the first sequence
can be unsolicited) or is a conplete payload sent in response to an
R2T "pronpt".

| nput sequences are built to enable the direction switching for bidi-
recti onal commands.

For input the target may request positive acknow edgenent of input
data. This is |imted to sessions that support error recovery and is
i npl enented through the A bit in the SCSI Data-in PDU header.

Data-in and Data-out PDUs also carry the DataSN to enable the initia-
tor and target to detect mi ssing PDUs (discarded due to an error).

StatSN is also carried by the Data-1n PDUs.
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To enable a SCSI command to be executed involving a m ni mum nunber of
messages, the last SCSI Data-in PDU passed for a conmand may al so con-
tain the status if the status indicated term nation with no exceptions
(no sense or response invol ved).

2.5.1.6 Ready To Transfer (R2T)

R2T i s the mechani sm by which the SCSI target "pronpts” the initiator
for output data. R2T passes the offset of the requested data rel ative
of the buffer address fromthe execute comrand procedure call and the
I ength of the solicited data to the initiator

To help the SCSI target to associate resulting Data-out with an R2T,

the R2T carries the Target Transfer Tag copied by the initiator in the
solicited SCSI Data-out PDUs. There are no protocol specific require-
ments with regard to the value of these tags, but it is assunmed that

together with the LUN, they will enable the target to associate data
wi th an R2T.

R2T al so carries information required for proper operation of the
i SCSI protocol, such as an R2TSN (to enable an initiator to detect a
m ssing R2T), StatSN, ExpCndSN and MaxCndSN.

2.5.1.7 Asynchronous Message

Asynchronous Messages are used to carry SCSI asynchronous events
(AEN) and i SCSI asynchronous nessages.

When carrying an AEN, the event details are reported as sense data in
t he data segnent.

2.5.2 Requests/Responses carrying i SCSI Only Payl oad
2.5.2.1 Text Request and Text Response

Text requests and responses are designed as a paraneter negotiation
vehicle and as a vehicle for future extension.

In the data segnent key=val ue, Text Requests/Responses carry text
information with a sinple syntax.

Text Request/ Responses may form extended sequences using the sane
Initiator Task Tag. The initiator uses the F (Final) flag bit in the
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t ext request header to indicate its readiness to term nate a sequence.
The target uses the F (Final) flag bit in the text response header to
indicate its consent to sequence term nation.

Text Request/ Responses al so use the Target Transfer Tag to indicate
continuation of an operation or a new beginning. Atarget that w shes
to continue an operation will set the Target Transfer Tag in a Text
Response to a value different fromthe default Oxffffffff. An initia-
tor wlling to continue will copy this value into the Target Transfer
Tag of the next Text Request. If the initiator wants to reset the tar-
get (start fresh) it will set the Target Transfer Tag to Oxffffffff.

Al t hough a conpl ete exchange is always started by the initiator, spe-
cific paraneter negotiations may be initiated by the initiator or tar-
get .

2.5.2.2 Login Request and Logi n Response

Logi n Requests and Responses are used exclusively during the |ogin
phase of each connection to set up the session and connection parane-
ters (the login phase consists of a sequence of |ogin requests and
responses carrying the sanme Initiator Task Tag).

A connection is identified by an arbitrarily selected connection-1D
(CID) that is unique within a session.

Simlar to the Text Requests and Responses, Login Requests/ Responses
carry key=value text information with a sinple syntax in the data
segnent .

The Logi n phase proceeds through several stages (security negotia-
tion, operational paraneter negotiation) that are selected wth two
bi nary coded fields in the header - the "current stage" (CSG and the
"next stage" (NSG wth the appearance of the | ater being signal ed by
the "transit" flag (T).

The first login phase of a session plays a special role (it is called
t he | eading | ogin) and sone header fields are determ ned by the |ead-
ing login (e.g., the version nunber, the maxi num nunber of connec-
tions, the session identification etc.).

The conmmand counting initial value is also set by the |eading |ogin.
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Status counting for each connection is initiated by the connection
| ogi n.

Logi n Requests are al ways i mmedi at e.

A login request may indicate an inplied | ogout (cleanup) of the con-
nection to be logged in (we call this a connection restart) through
the X flag in the first |ogin request header.

2.5.2.3 Logout Request and Response

Logout Requests and Responses are used for the orderly closing of con-
nections for recovery or maintenance. The | ogout request may be i ssued
following a target pronpt (through an asynchronous nessage) or at an
initiators initiative. Wien i ssued on the connection to be | ogged out
no ot her request may followit.

The Logout response indicates that the connection or session cleanup
is conpl eted and no other responses will arrive on the connection (if
recei ved on the | oggi ng-out connection). The Logout Response indi-
cates also how long the target will keep on hol ding resources for
recovery (e.g., command execution that continues on a new connecti on)
in Time2Retain and how long the initiator nust wait before proceeding
with recovery in Tinme2Wit.

2.5.2.4 SNACK Request

Wth the SNACK Request, the initiator requests retransm ssion of num
bered-responses or data fromthe target. A single SNACK request covers
a contiguous set of mssing itens called a run of a given type of
itens (the type is indicate in a type field in the PDU header). The
run i s conposed of an initial item (StatSN, DataSN, R2TSN) and the
nunber of additional m ssed Status, Data, or R2T PDUs (0 neans only
the initial). For long data-in sequences, the target may request (at
predefined mnimuminterval s) a positive acknow edgenent for the data
sent. A SNACK request with a type field that indicates ACK and the
nunber of Data-ln PDUs acknow edged conveys this positive acknow -
edgenent .

2.5.2.5 Reject

Rej ect enables the target to report an i SCSI error condition (proto-
col, unsupported option etc.) that uses a Reason field in the PDU
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header and includes the conplete header of the bad PDU in the Reject
PDU dat a segnent.

2.5.2.6 NOP-Qut Request and NOP-1n Response

Thi s request/response pair may be used by an initiator and target as a
"ping" mechanismto verify that a connection/session is still active
and all its conponents are operational. Such a ping nmay be triggered
by the initiator or target. The triggering party indicates that it
wants a reply by setting a value different fromthe default Oxffffffff
in the corresponding Initiator/ Target Transfer Tag.

NOP- 1 n/ NOP- Qut may al so be used "unidirectional” to convey to the ini-

tiator/target command, status or data counter val ues when there is no
other "carrier"” and there is a need to update the initiator/target.
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4. Login Phase

The | ogi n phase establishes an i SCSI session between an initiator and
atarget. It sets the i SCSI protocol paraneters, security paraneters,
and authenticates the initiator and target to each other.

The |l ogin phase is inplenmented via | ogin request and responses only.
The whol e | ogi n phase is considered as a single task and has a single
Initiator Task Tag (simlar to the |linked SCSI commands).

The default MaxRecvPDULength is used during Login.

The | ogi n phase sequence of commands and responses proceeds as fol -
| ows:

- Login initial request

- Login partial response (optional)

- More Login requests and responses (optional)
- Logi n Final - Response (nmandat ory)

The initial |ogin request of any connection MJUST include the Initia-
t or Name key=val ue pair. The initial |login request of the first connec-
tion of a session MAY al so i nclude the SessionType key=val ue pair. For
any connection within a session whose type is not "D scovery", the
first login request MIST al so include the key=val ue pair Target Nane.

The Logi n Final -response accepts or rejects the Logi n Conmand.

The Logi n Phase MAY include a SecurityNegotiation stage and a Logi nOp-
erational Negoti ation stage and MJST include at | east one of them but
t he included stage MAY be enpty except for the mandatory nanes.

The | ogin requests and responses contain a field that indicates the
negoti ati on stage (SecurityNegotiation or Logi nOperational Negoti a-
tion). If both stages are used, the SecurityNegotiati on MIST precede
t he Logi nOper ati onal Negoti ati on.

Sonme operational paranmeters can be negotiated outside |ogin through
t ext request/response.

Security MJIST be conpletely negotiated within the Login Phase (using

underlying I Psec security is specified in Chapter 8) and in [ SEC
| PS]) .
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In some environnents, a target or an initiator is not interested in
authenticating its counterpart. It is possible to bypass authentica-
tion through the Login request and response.

The initiator and target MAY want to negotiate authentication parane-
ters. Once this negotiation is conpleted, the channel is considered
secure.

Most of the negotiation keys are only allowed in a specific stage. The
SecurityNegotiati on keys appear in Chapter 12 and the Logi nOperati on-
al Negoti ati on keys appear in Chapter 12.

Only a limted set of keys (marked as Declarative in Chapter 12) may
be used in any of the two stages.

Neither the initiator nor the target should attenpt to negotiate a
paranmeter nore than once during any login stage. Attenpting to do so
wWill result in the termnation of the | ogin and connecti on.

Any given Login request or response belongs to a specific stage; this
determ nes the negotiation keys allowed with the command or response.

Stage transition is performed through a conmand exchange (request/
response) that carries the T bit and the same current stage code. Dur-
ing this exchange, the next stage is selected by the target and MJUST
NOT exceed the value stated by the initiator. The initiator can
request a transition whenever it is ready, but a target can respond
with a transition only after one is offered by the initiator.

In a negotiation sequence, the T bit settings in one pair of login
request -responses have no bearing on the T bit settings of the next
pair. An initiator that has a T bit set to 1 in one pair and is
answered with a T bit setting of O may i ssue the next request with T
bit set to O.

Targets MUST NOT submt paraneters that require an additional initia-
tor login request in a login response wwth the T bit set to 1.

Stage transitions during login (including entering and exit) are pos-
sible only as outlined in the foll ow ng table:
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o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em o +
| From To -> | Security | Operational | FullFeature |
|| I I I I
Y I I I I
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em o +
| (start) | vyes | vyes | no |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em o +
| Security | no | vyes | vyes |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em o +
| Operational | no | no | vyes |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em o +

The Logi n Fi nal - Response t hat accepts a Login Command can cone only as
a response to a Login command with the T bit set to 1, and both the
command and response MJUST have Ful | FeaturePhase in the NSG fi el d.

4.1 Login Phase Start

The | ogi n phase starts wwth a login request fromthe initiator to the
target. The initial |ogin request includes:

-Protocol version supported by the initiator.
- Sessi on and connection |ds.
-The negotiation stage that the initiator is ready to enter.

Optionally, the login request may include:

-Security paraneters OR

-1 SCSI operational paraneters AND/ OR

-The next negotiation stage that the initiator is ready to
enter.

The target can answer the login in the foll ow ng ways:

-Logi n Response with Login Reject. This is an imedi ate rejec-
tion fromthe target that causes the connection to term nate
and the session to termnate if this is the first (or only)
connection of a new session. The T bit of the response MJST be
set to 1 and the CSG and NSG are reserved.

-Logi n Response with Login Accept as a final response (T bit set
to 1 and the NSGin both command and response are set to Full-
Feat ur ePhase). The response includes the protocol version sup-
ported by the target and the session ID, and may i ncl ude i SCS
operational or security paraneters (that depend on the current
st age).
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-Logi n Response with Login Accept as a partial response (NSG not
set to Full FeaturePhase in both request and response) that
indicates the start of a negotiation sequence. The response
i ncl udes the protocol version supported by the target and
ei ther security or iSCSI paraneters (when no security mecha-
nismis chosen) supported by the target.

If the initiator decides to forego the SecurityNegotiation stage, it
i ssues the Login with the CSG set to Logi nOperational Negoti ati on and
the target may reply with a Login Response that indicates that it is
unwi I ling to accept the connection w thout SecurityNegotiation and
will term nate the connection.

If theinitiator iswilling to negotiate security, but isunwillingto
make the initial paranmeter offer and nay accept a connection w thout
security, it issues the Login with the T bit set to 1, the CSG set to
SecurityNegotiation, and NSG set to Logi nOperational Negotiation. |f
the target is also ready to forego security, the Login response is
enpty and has T bit set to 1, the CSG set to SecurityNegotiation, and
NSG set to Logi nOperati onal Negoti ati on.

An initiator that can operate without security and with all the oper-
ational paraneters taking the default val ues i ssues the Login with the
T bit set to 1, the CSG set to Logi nOperati onal Negoti ati on, and NSG
set to Full FeaturePhase. If the target is also ready to forego secu-
rity and can finish its Logi nOperational Negotiation, the Login
response has T bit set to 1, the CSG set to Logi nOperati onal Negoti a-
tion, and NSG set to Ful | FeaturePhase in the next stage.

4.2 1 SCSI Security Negotiation

The security exchange sets the security nmechani sm and aut henti cates
the initiator user and the target to each other. The exchange proceeds
accordi ng aut hentication nethod chosen in the negotiation phase and
is conducted using the |login requests and responses key=val ue parane-
ters.

An initiator directed negotiation proceeds as foll ows:

-The initiator sends a login request with an ordered |ist of the
options it supports (authentication algorithn). The options
are listed in the initiator's order of preference. The initi-
ator MAY al so send proprietary options.

-The target MUST reply with the first optionin the list it sup-
ports and is allowed to use for the specific initiator unless
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it does not support any in which case it MJST answer with
"Reject" (see also Section 2.2.4 Text Mde Negotiation). The
paranmeters are encoded in UTF8 as key=val ue. For security
parameters, see Chapter 11

-The initiator nust be aware of the inmm nent conpletion of the
SecurityNegotiation stage and MJUST set the T bit to 1 and the
NSG to what it would |like the next stage to be. The target
will answer with a Login response with the T bit set to 1 and
the NSG to what it would |ike the next stage to be. The next
stage selected will be the one the target selected. If the
next stage is Full FeaturePhase, the target MJST respond with a
Login Response with the Session ID and the protocol version.

| f the security negotiation fails at the target, then the target MJST
send the appropriate Login Response PDU. If the security negotiation
fails at the initiator, the initiator SHOULD cl ose the connecti on.

It shoul d be noted that the negotiation mght also be directed by the
target if the initiator does support security, but is not ready to
direct the negotiation (offer options).

4.3 Operational Paraneter Negotiation During the Login Phase

Oper ational paraneter negotiation during the |ogin MAY be done:

- Starting with the first Login request if the initiator does
not offer any security/ integrity option.

- Starting imredi ately after the security negotiation if the
initiator and target perform such a negotiation.

Oper ati onal paraneter negotiation MAY involve several Login request-
response exchanges started and termnated by the initiator. The ini-
tiator MUST indicate its intent to term nate the negotiation by set-
ting the T bit to 1, the target sets the T bit to 1 on the |ast
response.

If the target responds to a Login request with the T bit set to 1 with
a Login response with the T bit set to 0, the initiator should keep
sendi ng the Login request (even enpty) with the T bit set to 1, while
it still wants to switch stage, until it receives the Login Response
with the T bit set to 1.
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Whenever paraneter action or acceptance are dependent on other param
eters, the dependent paraneters MJST be sent after the paranmeters on
whi ch they depend. If they are sent within the same command, a
response for a paranmeter mght inply responses for others.

Some session specific paranmeters can be specified only during the

| ogi n phase begun by a login command that contains a null TSID - the
| eadi ng | ogi n phase (e.g., the maxi mum nunber of connections that can
be used for this session).

A session is operational once it has at |east one connection in Full-
Feat ur ePhase. New or repl acenent connections can be added to a session
only after the session is operational.

For operational paraneters, see Chapter 12.
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5. Operational Paranmeter Negotiation Qutside the Login Phase

Some operational paranmeters MAY be negotiated outside (after) the
| ogi n phase.

Paranet er negotiation in full feature phase is done through Text
requests and responses. Operational paraneter negotiation MAY involve
several text request-response exchanges, which the indicator always
starts and term nates and uses the sane Initiator Task Tag. The initi-
ator MUST indicate its intent to term nate the negotiation by setting
the F bit to 1, the target sets the F bit to 1 on the |ast response.

If to a text request with the F bit set to 1 the target responds with
a text response with the F bit set to O, the initiator should keep
sendi ng the text request (even enpty) with the F bit set to 1, while
it still wants to finish the negotiation, until it receives the text
response with the F bit set to 1. Responding to a text request with
the F bit set to 1 with an enpty (no key=val ue pairs) response with
the F bit set to 0 is not an error but is discouraged.

Targets MUST NOT submt paraneters that require an additional initia-
tor text request in a text response with the F bit set to 1.

In a negotiation sequence, the F bit settings in one pair of text
request -responses have no bearing on the F bit settings of the next
pair. An initiator that has the F bit set to 1 in a request and being
answered with an F bit setting of O may have the next request issued
with the F bit set to O.

Whenever paraneter action or acceptance is dependent on other parane-
ters, the dependent paranmeters MJST be sent after the paraneters on
whi ch they depend; if sent within the sane conmmand, a response for a
paranmeter mght inply responses for others.

Whenever the target responds with the F bit set to 0, it MJST set the
Target Transfer Tag to a value other than the default Oxffffffff.

An initiator MAY reset an operational paranmeter negotiation by issu-
ing a Text request with the Target Transfer Tag set to the val ue
Oxffffffff after receiving a response wth the Target Transfer Tag set
to a value other than Oxffffffff. A target may reset an operational
par anmet er negotiation by answering a Text request with a Reject.
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Neither the initiator nor the target should attenpt to negotiate a
paranmeter nore than once during any negotiati on sequence w thout an
intervening reset. If detected by the target this MJST result in a
Reject with a reason of "protocol error”. The initiator MJST reset the
negoti ati on as outlined above.
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State Transitions

i SCSI connections and i SCSI sessions go through several well-defined
states fromconnection creation and session creation to the tinme they
are cl eared.

An i SCSI connection is a transport connection used for carrying out

i SCSI activity. The connection state transitions are described in two
separate, but dependent state diagrans for ease i n understanding. The
first diagram "standard connection state diagrani, describes the
connection state transitions when the i SCSI connection is not waiting
for or undergoing a cleanup by way of an explicit or inplicit Logout.
The second di agram "connection cleanup state di agram', describes the
connection state transitions while performng the i SCSI connection

cl eanup.

The "session state diagrani describes the state transitions an i SCS

session would go through during its lifetine, and it depends on the

states of possibly nultiple i SCSI connections that participate in the
sessi on.

St andard Connection State D agrans
.1 Standard Connection State Diagramfor an Initiator

Synbolic nanmes for States:

S1: FREE

S2: XPT_WAIT

S4: IN_LOG N

S5: LOGGED IN (full-feature phase)
S6: | N_LOGOUT

S7: LOGOUT_REQUESTED

S8: CLEANUP_WAIT

The state diagramis as foll ows:
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The follow ng state transition table represents the above di agram
Each row represents the starting state for a given transition, which
after taking a transition marked in a table cell would end in the

state represented by the columm of the cell. For exanple, fromstate
S1, the connection takes the Tl transition to arrive at state S2. The
fields marked "-" correspond to undefined transitions.
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6.1.2 Standard Connection State D agram for a Target

Synbolic nanmes for States:

S1: FREE

S3: XPT_UP

S4: IN_LOG N

S5: LOGGED IN (full-feature phase)
S6: | N_LOGOUT

S7: LOGOUT_REQUESTED

S8: CLEANUP_VWAIT

The state diagramis as foll ows:
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The follow ng state transition table represents the above di agram
and foll ows the conventions described for the initiator diagram
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6.1.3 State Descriptions for Initiators and Targets

State descriptions for the standard connection state diagramare as

foll ows:

-Sl1: FREE
-initiator: State on instantiation, or after successful con-
nection cl osure.
-target: State on instantiation, or after successful connec-
tion closure.

-S2: XPT_WAIT

- S3:

- S5:

-initiator: Waiting for a response toits transport connection
est abl i shnment request.
-target: 111 egal
XPT_UP
-initiator: 111l egal
-target: Waiting for the Login process to conmence.
I N_LOG N
-initiator: Waiting for the Login process to conclude, possi-
bly invol ving several PDU exchanges.
-target: Waiting for the Login process to conclude, possibly
i nvol ving several PDU exchanges.
LOGGED | N
-initiator: In full-feature phase, waiting for all internal
i SCSI, and transport events.
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-target: In full-feature phase, waiting for all internal
i SCSI, and transport events.
-S6: | N_LOGOUT
-initiator: Waiting for a Logout response.
-target: Waiting for an internal event signaling conpletion of
| ogout processing.
-S7: LOGOUT_REQUESTED
-initiator: Waiting for an internal event signaling readiness
to proceed with Logout.
-target: Waiting for the Logout process to start after having
requested a Logout via an Async Message.
-S8: CLEANUP_WAI'T
-initiator: Waiting for the context and/or resources to ini-
tiate the cleanup processing for this CSM
-target: Waiting for the cleanup process to start for this
CSM
6.1.4 State Transition Descriptions for Initiators and Targets

-T1:

-initiator: Transport connect request was nade (ex: TCP SYN
sent).

-target: 111 egal

-T2:

-initiator: Transport connection request tinmed out, or a
transport reset was received, or an internal event of receiv-
ing a Logout response (success) on another connection for a
cl ose the session Logout command was received.

-target:II1egal

-T3:

-initiator: I11legal

-target: Received a valid transport connection request that
establishes the transport connecti on.

-T4.

-initiator: Transport connection established, thus pronpting
the initiator to start the i SCSI Login.

-target: Initial iSCSI Login conmand was received.

- T5:

-initiator: The final i SCSI Login response with a status cl ass
of zero was received.

-target: The final iSCSI Login command to conclude the Login
phase was received, thus pronpting the target to send the
final i SCSI Login response with a status class of zero.

- T6:
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-initiator: I11legal
-target: Tinmed out waiting for an i SCSI Login, or transport
di sconnect indication was received, or transport reset was
received, or an internal event indicating a transport time-
out was received, or an internal event of sending a Logout
response (success) on another connection for a close the
session Logout command was received. In all these cases, the
connection is to be closed.

-T7:

-initiator: The final iSCSI Login response was received with a
non-zero status class, or Login timed out, or transport dis-
connect indication was received, or transport reset was
received, or an internal event indicating a transport time-
out was received, or an internal event of receiving a Logout
response (success) on another connection for a close the
session Logout command was received. In all these cases, the
transport connection is closed.
target: The final iSCSI Login command to conclude the Login
phase was received, pronpting the target to send the final
i SCSI Login response with a non-zero status class, or Login
timed out, or transport disconnect indication was received,
or transport reset was received, or an internal event indi-
cating a transport tinmeout was received, or an internal event
of sending a Logout response (success) on anot her connection
for a close the session Logout conmand was received. In all
t hese cases, the connection is to be closed.

- T8:
initiator: An internal event of receiving a Logout response
(success) on a another connection for a close the session
Logout command was received, thus closing this connection
requiring no further cleanup.
target: An internal event of sending a Logout response (suc-
cess) on anot her connection for a "cl ose the session" Logout
command was recei ved, thus pronpting the target to close this
connection cleanly.
-T9, TI10:
-initiator: An internal event that indicates the readiness to
start the Logout process was received, thus pronpting an
i SCSI Logout to be sent by the initiator.
-target: An i SCSI Logout conmmand was recei ved.
-T11, Ti2:
-initiator: Async PDU with AsyncEvent "Request Logout" was
recei ved.
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-target: An internal event that requires the deconm ssioning
of the connection is received, thus causing an Async PDUw th
an AsyncEvent "Request Logout" to be sent.

- T13:

-initiator: An iSCSI Logout response (success) was received,
or an internal event of receiving a Logout response (success)
on anot her connection for a close the session Logout com
mand was recei ved.

-target: An internal event was received that indicates suc-
cessful processing of the Logout, which pronpts an i SCS
Logout response (success) to be sent, or an internal event of
sendi ng a Logout response (success) on another connection
for a "close the session” Logout command was received. In
both these cases, the transport connection is closed.

-T14:

-initiator: Async PDU with AsyncEvent "Request Logout" was
recei ved agai n.

-target: 111 egal

-T15, TI16:

-initiator: One or nore of the follow ng events caused this
transition:

-Internal event that indicates a transport connection tim
eout was received thus pronpting transport RESET or trans-
port connection closure.

-A transport RESET.

-A transport disconnect indication.

-Async PDU with AsyncEvent "Drop connection"” (for this
CI D).

-Async PDU with AsyncEvent "Drop all connections".

-target: One or nore of the follow ng events caused this tran-
sition:

-Internal event that indicates a transport connection tim
eout was received, thus pronpting transport RESET or trans-
port connection closure.

-A transport RESET.

-A transport disconnect indication.

-Internal energency cleanup event was received which
pronmpts an Async PDU wi th AsyncEvent "Drop connection” (for
this CID), or event "Drop all connections".

-T17:
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-initiator: One or nore of the follow ng events caused this
transition:

- Logout response (failure, i.e. a non-zero status) was
recei ved

-Any of the events specified for T15 and T16.

-target: One or nore of the follow ng events caused this
transition:

-Internal event that indicates a failure of the Logout
processi ng was received, which pronpts a Logout response
(failure, i.e. a non-zero status) to be sent.

-Any of the events specified for T15 and T16.

- T18:
-initiator: An internal event of receiving a Logout response
(success) on anot her connection for a "close the session”
Logout command was recei ved.

-target: An internal event of sending a Logout response (suc-
cess) on anot her connection for a "cl ose the session” Logout
command was received.

The CLEANUP_WAIT state (S8) inplies that there are possible i SCS
tasks that have not reached conclusion and are still considered busy.

6.2 Connection Oeanup State Diagramfor Initiators and Targets

Synbolic nanmes for states:

R1: CLEANUP_VWAIT (sanme as S8)
R2: | N_CLEANUP
R3: FREE (sane as S1)

Whenever a connection state nachine (e.g., CSMC) enters the
CLEANUP_VWAIT state (S8), it nmust go through the state transitions
additionally described in the connection cleanup state diagrameither

a) using a separate full-feature phase connection (let’s call it CSM
E) inthe LOGGED IN state in the sane session, or b) using a new
transport connection (let's call it CSM1) in the FREE state that is

to be added to the sanme session. In the CSME case, an explicit | ogout
for the CID that corresponds to CSMC (either as a connection or ses-
sion | ogout) needs to be perforned to conplete the cleanup. In the

CSM |1 case, an inplicit logout for the CID that corresponds to CSM C
needs to be performed by way of connection reinstatenent (see Section
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10.12.2 X - Restart Connection) for that CID. In either case, the pro-
tocol exchanges on CSME or CSMI to determne the state transitions
for CSMC. Therefore, this cleanup state diagramis applicable only to
the instance of the connection in cleanup (i.e., CSMC). In the case
of an inplicit |ogout for exanple, CSM C reaches FREE (R3) at the tine
CSM | reaches LOGEED IN. In the case of an explicit |ogout, CSMC
reaches FREE (R3) when CSM E receives a successful |ogout response
while continuing to be in the LOGGED IN state.

The follow ng state diagramapplies to both initiators and targets.

The follow ng state transition table represents the above di agram
and foll ows the sane conventions as in earlier sections.
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IRl |R2 |R3 |
----- S S
RL | - |M [M |
----- S S
R M | - [M |
----- S S
RB | - | - | - |
----- S S

6.2.1 State Descriptions for Initiators and Targets

-R1: CLEANUP_VWAIT (Sane as S8)
-initiator: Waiting for the internal event to initiate the
cl eanup processing for CSM C
-target: Waiting for the cleanup process to start for CSM C
-R2: | N_CLEANUP
-initiator: Waiting for the connection cl eanup process to con-
clude for CSM C.
-target: Waiting for the connection cleanup process to con-
clude for CSM C.
-R3: FREE (Sane as S1)
-initiator: End state for CSM C.
-target: End state for CSM C

6.2.2 State Transition Descriptions for Initiators and Targets

-ML: One or nore of the follow ng events was received:
-initiator:

-An internal event that indicates connection state tine-
out .

-An internal event of receiving a successful Logout
response on a different connection for a "cl ose the session”
Logout .

-target:

-An internal event that indicates connection state tine-
out .

-An internal event of sending a Logout response (success)
on a different connection for a "close the session"” Logout
conmmand.

-M2: An inplicit/explicit |ogout process was initiated by the initi-
ator.
-In CSM | usage:
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-initiator: An internal event requesting the CID rein-
statenent was received, thus pronpting a connection rein-
statenent Login to be sent transitioning to state I N_LOG N.

-target: A connection reinstatement Login was received
while in state XPT_UP.

-In CSM E usage:

-initiator: An internal event that indicates that an
explicit | ogout was sent for this CIDin state LOGGED | N

-target: An explicit |logout was received for this CIDin
state LOGCGED I N

-MB: Logout failure detected
-In CSM | usage:

-initiator: CSMI| failed to reach LOGEGED IN and arrived
i nt o FREE i nst ead.

-target: CSM I failed to reach LOGEED IN and arrived into
FREE i nst ead.

-In CSM E usage:

-initiator: CSME either noved out of LOGGED IN, or Logout
timed out and/or aborted, or Logout response (failure) was
recei ved

-target: CSME either noved out of LOGGED IN, or Logout
ti med out and/ or aborted, or an internal event that indicates
a failed Logout processing was received. A Logout response
(failure) was sent in the | ast case.

-M4: Successful inplicit/explicit |ogout was perforned.
- In CSM | usage:

-initiator: CSM1 reached state LOGGED IN, or an interna
event of receiving a Logout response (success) on anot her
connection for a "close the session"” Logout command was
recei ved

-target: CSM 1 reached state LOGGED IN, or an interna
event of sending a Logout response (success) on a different
connection for a "close the session"” Logout command was
recei ved

- In CSM E usage:

-initiator: CSME stayed in LOGGED IN and received a
Logout response (success), or an internal event of receiving
a Logout response (success) on another connection for a
"cl ose the session"” Logout conmand was received.

-target: CSME stayed in LOGGED IN and an internal event
i ndi cating a successful Logout processing was received, or
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an i nternal event of sending a Logout response (success) on a
di fferent connection for a "close the session" Logout com
mand was received.

6.3 Session State D agram

Session continuation is the process by which the state of a pre-exist-
i ng session continues to be in use by either connection reinstatenent

(see Section 10.12.2 X - Restart Connection), or by adding a connec-

tion with a new CID. Either of these actions associ ates the new trans-
port connection with the pre-existing session state.

6.3.1 Session State Diagramfor an Initiator

Synbolic Nanmes for States:

Ql: FREE
: LOGGED I N
Q4: FAI LED

The state diagramis as foll ows:

/] Q \
+------ >\ [ <-+
/ S |
/ | | N3
NG | | N1 |
I I I
I N4 I I
| e + /
| | /
| I
[ v Vv [/
e +-
/ \ N5/ B \
\ [ <---\ /

State transition table:
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----- S S
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----- S S

6.3.2 Session State Diagramfor a Target

Synbolic Nanmes for States:

Ql: FREE

Q: ACTIVE

3: LOGGED I N
Q4: FAI LED

Q: | N_CONTI NUE

The state diagramis as foll ows:

/ QL \
I >\ /
/ SRR S
/ N
N6 | N9l V N1
| oo
I I o\
| \ /
| ------- +- - +- - -
| /& I
[ \ / N10 |
| T + | N2
| N |
| N7| | N8 [
. |V
-t--+-V V- - - - +-
/| 4 \' N5 / @B \
\ R \ /
State transition tabl e:
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e e e o - o -+
| | @ |8 [ [&B |
P
| - INL | - | - | - |
P
IN9 | - N2 | - | - |
P
IN | - [ - [N | - |
P
IN6 | - [ - | - [N |
P
| - | - [NWO[N8 | - |
P

State Descriptions for Initiators and Targets

FREE
-initiator: State on instantiation or after cleanup.
-target: State on instantiation or after cleanup.

ACTI VE
-initiator: I11legal
-target: The first i SCSI connection in the session transi-
tioned to IN.LOG@ N, waiting for it to conplete the | ogin pro-
cess.

LOGGED | N
-initiator: Waiting for all session events.
-target: Waiting for all session events.

FAlI LED
-initiator: Waiting for session recovery or session continua-
tion.
-target: Waiting for session recovery or session continua-
tion.

| N_CONTI NUE
-initiator: I11legal

-target: Waiting for session continuation attenpt to reach a
concl usi on.

State Transition Descriptions for Initiators and Targets
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-initiator: At |least one transport connection reached the
LOGCGED I N st ate.

-target: The first i SCSI connection in the session had reached
the IN.LOG@ N state.

- N2:

-initiator: 111l egal

-target: At |east one transport connection reached the
LOGCGED I N st ate.

- N3:

-initiator: Gaceful closing of the session was conpl eted
either via a "close the session” Logout, or |ast successful
"cl ose the connection" Logout.

-target: Gaceful closing of the session was conpleted either
via a "close the session" Logout, or |ast successful "close
t he connection" Logout.

- N4
-initiator: A session continuation attenpt succeeded.
-target: 111 egal

- N5:

-initiator: Session failure occurred (all connections
reported CLEANUP_VAIT).

-target: Session failure occurred (all connections reported
CLEANUP_VAIT) .

- N6:

-initiator: Session state tinmeout occurred, or an inplicit
session |logout (by reuse of ISIDwth TSID=0) cleared this
session instance. This results in the freeing of all associ -
ated resources and the session state is discarded.

-target: Session state tineout occurred, or an inplicit ses-
sion | ogout (by reuse of ISIDwith TSID=0) cleared this ses-
sion instance. This results in the freeing of all associ ated
resources and the session state is discarded.

- N7:
-initiator: 111l egal
-target: A session continuation attenpt is initiated.
- N8:
-initiator: 111l egal
-target: The | ast session continuation attenpt failed.
- N9:
-initiator: 111l egal
-target: Login attenpt on the | eading connection failed.
- N10:

-initiator: 111l egal
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A session continuation attenpt succeeded.
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i SCSI Error Handling and Recovery

For any outstanding SCSI command, it is assuned that iSCSI, in con-
junction with SCSI at the initiator, is able to keep enough i nforna-
tion to be able to rebuild the command PDU, and that outgoing data is
avai l abl e (in host menory) for retransm ssion while the conmand is
outstanding. It is also assuned that at target, incom ng data (read
data) MAY be kept for recovery or it can be re-read froma device
server.

It is further assuned that a target will keep the "status & sense" for
a command it has executed if it supports status retransm ssion.

Many of the recovery details in an i SCSI inplenmentation are a | ocal
matter, beyond the scope of protocol standardization. However, sone
external aspects of the processing nust be standardi zed to ensure
interoperability. This section describes a general nodel for recovery
in support of interoperability. See Appendix F. - Algorithm c Presen-
tation of Error Recovery Classes - for further detail. Conpliant

i npl ement ati ons do not have to match the inplenentation details of

t hi s nodel as presented, but the external behavior of such inplenenta-
tions nust correspond to the externally observabl e characteristics of
t he presented nodel.

Retry and Reassign in Recovery

This section summarizes two i nportant and somewhat related i SCSI pro-
tocol features used in error recovery.

1 Usage of Retry

By resending the sane i SCSI command PDU ("retry") in the absence of a
command acknowl edgement or response, an initiator attenpts to "plug"
(what it thinks are) the discontinuities in CrdSN ordering on the tar-
get end. Discarded conmand PDUs, due to digest errors, may have cre-
ated these discontinuities.

Retry MJUST NOT be used for reasons other than pluggi ng command
sequence gaps. In particular, all PDU retransm ssion (for data, or
status) requests for a currently all egiant command i n progress nust be
conveyed to the target using only the SNACK nmechani sm al r eady

descri bed. This, however, does not constitute a requirenent on initi-
ators to use SNACK.

Julian Satran Expi res August 2002 84



i SCSI 20- January- 02

If initiators, as part of pluggi ng conmand sequence gaps as descri bed
above, inadvertently issue retries for allegiant commands already in
progress (i.e., targets did not see the discontinuities in CrdSN
ordering), targets MJST silently discard the duplicate requests if

t he CdSN wi ndow had not advanced by then. Targets MJST support the
retry functionality described above.

When an i SCSI command is retried, the conmand PDU MJUST carry the orig-
inal Initiator Task Tag and the original operational attributes
(e.qg., flags, function nanmes, LUN, CDB etc.) as well as the original
CmdSN. The command being retried MIUST be sent on the sane connection
as the original conmmand unl ess the original connection was al ready
successfully | ogged out.

7.1.2 Al egiance Reassi gnnent

By issuing a "task reassign" task managenent command (Section 10.5.1
Function), the initiator signals its intent to continue an already
active command (but with no current connection allegiance) as part of
connection recovery. This means that a new connection allegiance is
est abl i shed for the command, that associates it to the connection on
whi ch the task nmanagenent conmand i s being issued.

I n reassigning connection allegiance for a command, the targets
SHOULD conti nue the conmand fromits current state, for exanpl e taking
advant age of ExpDataSN in the command PDU for read conmands (which
nmust be set to zero if there was no data transfer). However, targets
MAY choose to send/receive the entire data on a reassignment of con-
nection allegiance, and it is not considered an error.

It is optional for targets to support the allegiance reassi gnnent.

This capability is negotiated via the ErrorRecoverylLevel text key at
the login time. Wen a target does not support allegi ance reassign-
ment, it MJST respond with a task managenent response code of "Task

fail over not supported”. |If allegiance reassignnment is supported by
the target, but the task is still allegiant to a different connection,
the target MUST respond with a task managenent response code of "Task
still allegiant".

7.2 Usage O Reject PDU in Recovery

Targets MUST NOT inplicitly termnate an active task by sending a
Rej ect PDU for any PDU exchanged during the |ife of the task. If the
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target decides to term nate the task, a Response PDU (SCSI, Text, Task
etc.) nmust be returned by the target to conclude the task. |If the
task had never been active before the Reject (i.e., the Reject is on
t he command PDU), targets should not send any further responses since
the command itself is being discarded.

The above rule neans that the initiators can eventually expect a
response even on Rejects, if the Reject is not for the command itself.
The non-command Rej ects only have di agnostic value in |ogging the
errors, and they can be used for retransm ssion decisions by the ini-
tiators.

The CrdSN of the rejected PDU (if it carried one) MJST NOT be consi d-
ered received by the target (i.e., a command sequence gap nust be
assunmed for the CdSN). This is true even when the CndSN can be reli -
ably ascertained, as in the case of a data digest error on imedi ate
data. However, when the DataSN of a rejected data PDU can be ascer-
tained, a target MJST advance ExpDataSN for the current burst if a
recovery R2T i s being generated. The target MAY advance its ExpDataSN
if it does not attenpt to recover the |ost data PDU

7.3 Format Errors

Explicit violations of the PDU | ayout rules stated in this docunent
are format errors. Violations, when detected, usually indicate a
maj or inplenentation flaw in one of the parties.

When a target or an initiator receives an i SCSI PDU with a format
error, it MIUST imedi ately termnate all transport connections in the
session either with a connection close or wwth a connection reset and
escal ate the format error to session recovery (see Section 7.11.4 Ses-
si on Recovery).

7.4 Digest Errors

The di scussion of the | egal choices in handling digest errors bel ow
excl udes session recovery as an explicit option, but either party
detecting a digest error may choose to escalate the error to session
recovery.

When a target receives any i SCSI PDU with a header digest error, it
MUST silently discard the PDU
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When a target receives any i SCSI PDU wth a payl oad digest error, it
MUST answer with a Reject i SCSI PDU with a Reason-code of Data-Di gest-
Error and discard the PDU

- If the discarded PDUis a solicited or unsolicited i SCSI data
PDU (for imedi ate data in a command PDU, non-data PDU rul e
bel ow applies), the target MJUST do one of the foll ow ng:

a) Request retransmssion with a recovery R2T. [OR]

b) Termnate the task with a response PDU with the reason "proto-
col service CRC error" (Section 10.4.3 Response). If the target
chooses to inplenent this option, it MIJST wait to receive all the
data (signaled by a Data PDUw th the final bit set for all out-
standi ng R2Ts) before sending the response PDU. A task nmanagenent
command (simlar to an abort task) fromthe initiator during this
wait may al so concl ude the task.

- No further action is necessary for targets if the discarded
PDU i s a non-data PDU

When an initiator receives any i SCSI PDU with a header digest error,
it MUST discard the PDU

LS: When an initiator receives any i SCSI PDU with a payl oad di gest
error, it MJST discard the PDU

- If the discarded PDUis an i SCSI data PDU, the initiator MJST
do one of the follow ng:

a) Request the desired data PDU through SNACK. In its turn, t he
target MUST either resend the data PDU or, reject the SNACK with a
Reject PDUw th a reason-code of "Data-SNACK Reject” in which case
i) if the status had not already been sent for the com
mand, the target MJUST term nate the command with an
i SCSI response reason(Section 10.4. 3 Response) of "SNACK

rejected".
ii) if the status was already sent, no further action is
necessary for the target. Initiator in this case MJST

internally signal the conpletion with the "SNACK
rej ected" reason (Section 10.4.3 Response) disregarding
any received status PDU, but nust wait for the status to
be recei ved before doing so. [ OR]

b) Abort the task and term nate the conmand with an error.

- If the discarded PDU is a response PDU, the initiator MJST do
one of the foll ow ng:
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a) Request PDU retransm ssion with a status SNACK [COR]

b) Logout the connection for recovery and continue the tasks on a
di fferent connection instance as described in Section 7.1 Retry
and Reassign in Recovery. [OR]

c) Logout to close the connection (abort all the commands associ -
ated wth the connection).

- No further action is necessary for initiators if the discarded
PDU is an unsolicited PDU (e.g., Async, Reject).

7.5 Sequence Errors

When an initiator receives an i SCSI R2T/data PDU wi th an out - of - or der
R2TSN Dat aSN or a SCSI response PDU with an ExpDataSN that inplies

m ssing data PDU(s), it neans that the initiator nust have hit a
header or payl oad digest error on one or nore earlier R2T/data PDUs.
The initiator MUST address these inplied digest errors as described in
Section 7.4 Digest Errors. Wien a target receives a data PDU with an
out-of-order DataSN, it means that the target nust have hit a header
or payl oad digest error on at |east one of the earlier data PDUs. Tar-
get MUST address these inplied digest errors as described in Section
7.4 Digest Errors.

When an initiator receives an i SCSI status PDU wi th an out - of - order
Stat SN that inplies m ssing responses, it MJUST address the one or nore
m ssing status PDUs as described in Section 7.4 Digest Errors. As a
side effect of receiving the m ssing responses, the initiator may dis-
cover mssing data PDUs. If the initiator wants to recover the m ssing
data for a command, it MJST NOT acknow edge the received responses
that start fromthe Stat SN of the interested command, until it has
conpl eted receiving all the data PDUs of the comrand.

When an initiator receives duplicate R2ZTSNs (due to proactive
retransm ssion of R2Ts by the target) or duplicate DataSNs (due to
proactive SNACKs by the initiator), it MJST discard the duplicates.

7.6 SCSI Tinmeouts

An i SCSI initiator MAY attenpt to plug a conmand sequence gap on the
target end (in the absence of an acknow edgenent of the conmmand by way
of ExpChmdSN) before the ULP tinmeout by retrying the unacknow edged

command, as described in Section 7.1 Retry and Reassign in Recovery.
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On a ULP tineout for a command (that carried a CrdSN of n), the i SCS
initiator MJUST abort the command by either using the Abort Task task
managenent function request, or a "close the connection” Logout if it
intends to continue the session. |In using an explicit Abort, if the
ExpCdSN is still less than (n+l), the target nmay see the abort
request while mssing the original command itself due to one of the
foll ow ng reasons:

- The original command was dropped due to digest error.

- The connection on which the original command was sent was suc-
cessfully |l ogged out (on |ogout, the unacknow edged comrands
i ssued on the connection being | ogged out are discarded).

| f the abort request is received and the original command i s m ssing,
targets MJST consider the original command with that Ref ChdSN to be
recei ved and i ssue a task managenent response with the response code:
"Task does not exist". This response concludes the task on both ends.

Negoti ati on Fail ures

Text request and response sequences, when used to set/negotiate oper-
ational paraneters, constitute the negotiation/paraneter setting. A
negotiation failure is considered one or nore of the foll ow ng:

- None of the choices or the stated value is acceptable to one
negoti ati ng side.

- The text request tinmed out, and possibly aborted.

- The text request was answered with a reject.

The followng two rules are to be used to address negotiation fail-
ures:

- During Login, any failure in negotiation MJST be considered a
| ogin process failure and the | ogin phase nust be term nated,
and wth it the connection. If the target detects the failure,
it must termnate the login with the appropriate |ogin
response code.

- Afailure in negotiation, while in the full-feature phase,
will termnate the entire negotiation sequence that may con-
sist of a series of text requests that use the sanme Initiator
Task Tag. The operational paranmeters of the session or the
connecti on MJUST continue to be the val ues agreed upon during
an earlier successful negotiation (i.e., any partial results
of this unsuccessful negotiation nmust be undone).
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7.8 Protocol Errors

The aut hors recogni ze that mappi ng franed nessages over a "streant
connection, such as TCP, make the proposed nmechani sns vul nerable to
sinple software fram ng errors. On the other hand, the introduction of
fram ng nmechanisnms tolimt the effects of these errors may be onerous
on performance for sinple inplenmentations. Command Sequence Nunbers
and the above nechani sns for connection drop and re-establishnment
hel p handl e this type of mapping errors.

Al'l violations of i SCSI PDU exchange sequences specified in this draft
are al so protocol errors. This category of errors can be only be
addressed by fixing the inplenentations; iSCSI defines Reject and
response codes to enable this.

7.9 Connection Fail ures

i SCSI can keep a session in operation if it is able to keep/establish
at | east one TCP connection between the initiator and the target in a
tinmely fashion. It is assuned that targets and/or initiators recog-
nize a failing connection by either transport |evel neans (TCP), a gap
in the command, a response streamthat is not filled for a long tine,
or by a failing i SCSI NOP (ping). The latter MAY be used periodically
by highly reliable inplementations. Initiators and targets MAY al so
use the keep-alive option on the TCP connection to enable early |ink
failure detection on otherw se idle |inks.

On connection failure, the initiator and target MJST do one of the
f ol | owi ng:

- Attenpt connection recovery within the session (Section 7.11.3
Connection Recovery).

- Logout the connection with the reason code "cl oses the connec-
tion" (Section 10.14.3 Reason Code), re-issue mssing com
mands, and inplicitly termnate all active commands. This
option requires support for the w thin-connection recovery
class (Section 7.11.2 Recovery Wthin-connection).

- Perform session recovery (Section 7.11.4 Session Recovery).

Ei t her side may choose to escal ate to session recovery, and the other
side MUST give it precedence. On a connection failure, a target MJST
term nate and/or discard all the active i medi ate comrands regardl ess
of which of the above options is used (i.e., imedi ate conmands are

not recoverabl e across connection failures).
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7.10 Session Errors

If all the connections of a session fail and cannot be re-established
in a short time, or if initiators detect protocol errors repeatedly,
an initiator may choose to term nate a session and establish a new
sessi on.

The initiator takes the follow ng actions:

- It resets or closes all the transport connecti ons.
- It termnates all outstanding requests with an appropriate
response before initiating a new session.

When the session tineout (the connection state tinmeout for the | ast
fail ed connection) happens on the target, it takes the follow ng
actions:

- Resets or closes the TCP connections (closes the session).
- Aborts all Tasks in the task set for the corresponding initi-
ator.

7.11 Recovery C asses

i SCSI enables the foll ow ng cl asses of recovery (in the order of
i ncreasi ng scope of affected i SCSI tasks):

- Wthin a command (i.e., without requiring conmand restart).

- Wthin a connection (i.e., without requiring the connection to
be rebuilt, but perhaps requiring command restart).

- Connection recovery (i.e., perhaps requiring connections to be
rebuilt and commands to be reissued).

- Session recovery.

The recovery scenarios detailed in the rest of this section are repre-
sentative rather than exclusive. In every case, they detail the | onest
cl ass recovery that MAY be attenpted. The inplenenter is left to

deci de under which circunstances to escalate to the next recovery

cl ass and/or what recovery classes to inplenent. Both the iSCSI tar-
get and initiator MAY escalate the error handling to an error recovery
cl ass, which inpacts a |arger nunber of iSCSI tasks in any of the
cases identified in the follow ng discussion.

In all classes, the inplementer has the choice of deferring errors to
the SCSI initiator (with an appropriate response code), in which case
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the task, if any, has to be renoved fromthe target and all the side-
effects, such as ACA, nust be considered.

Use of wi thin-connection and wi thin-conmand recovery cl asses MJST NOT
be attenpted before the connection is in full feature phase.

7.11.1 Recovery Wt hin-conmmand

At the target, the follow ng cases | end thensel ves to w thin-conmand
recovery:

- Lost data PDU - realized through one of the foll ow ng:
a) Data digest error - dealt with as specified in Section 7.4

Di gest Errors, using the option of a recovery R2T.

b) Sequence reception tinmeout (no data or partial -data-and-no-F-
bit) - considered an inplicit sequence error and dealt with as
specified in Section 7.5 Sequence Errors, using the option of a
recovery R2T.

c) Header digest error, which manifests as a sequence reception
timeout, or a sequence error - dealt with as specified in Section
7.5 Sequence Errors, using the option of a recovery R2T.

At the initiator, the follow ng cases Iend thenselves to within-com
mand recovery:

Lost data PDU or lost R2T - realized through one of the follow

i ng:
a) %nta digest error - dealt with as specified in Section 7.4
Di gest Errors, using the option of a SNACK
b) Sequence reception tinmeout (no status) - dealt with as speci-
fied in Section 7.5 Sequence Errors, using the option of a SNACK
c) Header digest error, which manifests as a sequence reception
ti meout, or a sequence error - dealt with as specified in Section
7.5 Sequence Errors, using the option of a SNACK

To avoid a race with the target, which may al ready have a recovery R2T
or a termnation response on its way, an initiator SHOULD NOT ori gi -
nate a SNACK for an R2T based on its internal timeouts (if any).
Recovery in this case is better left to the target.

The tinmeout values used by the initiator and target are outside the
scope of this docunent. Sequence reception timeout is generally a
| arge enough value to allow the data sequence transfer to be conplete.
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Recovery W thin-connection

At the initiator, the follow ng cases Iend thenselves to w thin-con-
nection recovery:

Requests not acknow edged for a long tine. Requests are
acknow edged explicitly through ExpChdSN or inplicitly by
recei ving data and/or status. The initiator MAY retry non-
acknow edged commands as specified in Section 7.1 Retry and
Reassign in Recovery.

Lost i SCSI nunbered Response. It is recognized by either iden-
tifying a data digest error on a Response PDU or a Data-1n PDU
carrying the status, or by receiving a Response PDU with a

hi gher Stat SN t han expected. In the first case, digest error
handling is done as specified in Section 7.4 Digest Errors
using the option of a SNACK. In the second case, sequence
error handling is done as specified in Section 7.5 Sequence
Errors, using the option of a SNACK

At the target, the follow ng cases |end thenselves to w thin-connec-
tion recovery:

St at us/ Response not acknow edged for a long tinme. The target
MAY issue a NOP-IN (wth a valid Target Transfer Tag or other-
Wi se) that carries the next status sequence nunber it is going
to use in the StatSN field. This helps the initiator detect
any mssing StatSN(s) and issue a SNACK for the status.

The tinmeout values used by the initiator and the target are outside
t he scope of this docunent.

7.11.3

Connection Recovery

At an i SCSI initiator, the follow ng cases |end thensel ves to connec-
tion recovery:

TCP connection failure. The initiator MJST cl ose the connec-
tion. It then MIUST either Logout the failed connection, or
Login wth an inplied Logout, and reassign connection alle-

gi ance for all conmmands associated with the failed connection
on anot her connection (that MAY be a new y established connec-
tion) using the "Task reassign" task managenent function (see
Section 10.5.1 Function).

N. B. The | ogout function is mandatory, while a new connection
establishment is mandatory only if the failed connection was
the last or only connection in the session.
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- Receiving an Asynchronous Message that indicates one or al
connections in a session has been dropped. The initiator MJST
handle it as a TCP connection failure for the connection(s)
referred to in the Message.

At an i SCSI target, the foll ow ng cases | end thensel ves to connection
recovery:

- TCP connection failure. The target MJST cl ose the connection
and if nore than one connection is available, the target
SHOULD send an Asynchronous Message that indicates it has
dropped the connection. Then, the target will wait for the
initiator to continue recovery.

7.11.4 Session Recovery

Sessi on recovery shoul d be perforned when all other recovery attenpts
have failed. Very sinple initiators and targets MAY perform session
recovery on all i SCSI errors and therefore, place the burden of recov-
ery on the SCSI |ayer and above.

Session recovery inplies the closing of all TCP connections, inter-
nal ly aborting all executing and queued tasks for the given initiator
at the target, termnating all outstanding SCSI comands with an
appropriate SCSI service response at the initiator, and restarting a
session on a new set of connection(s) (TCP connection establishnment
and login on all new connections).

Reser ve- Rel ease managed SCSI reservations ("Regular" reservations)
that are secured during a given i SCSI session persist until they are
cl eared using regular SCSI neans or (in the absence of such,) until
the session object is cleared - i.e. when the FREE state is reached.
Only the session continuation (section 6.3) therefore preserves the
Regul ar reservati ons.

Persistent SCSI reservations are not affected by i SCSI session fail -

ures, and only the regular SCSI neans can be used to handl e these res-
ervations when the session is reconstructed (necessarily between the
same SCSI ports and so with the sanme nexus identifier).

7.12 Error Recovery Hierarchy

The error recovery cl asses and features described are organized into a
hi erarchy for ease in understanding and to limt the nyriad of inple-
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ment ati on possibilities, with hopes that this significantly contri b-
utes to highly interoperable inplenentations. The attributes of this
hi erarchy are as foll ows:

a) Each level is a superset of the capabilities of the previous
| evel . For exanple, Level 1 support inplies supporting all capa-
bilities of Level 0 and nore.

b) As a corollary, supporting a higher error recovery |l evel neans
i ncreased sophi stication and possibly an increase in resource
requirenent.

c) Supporting error recovery level "n" is advertised and negoti -
ated by each i SCSI entity by exchanging the text key "ErrorRecov-
eryLevel =n". The | ower of the two exchanged values is the
operational ErrorRecoverylLevel for the session.

The foll ow ng diagramrepresents the error recovery hierarchy.

+
/\
[ 2\ <-- Connection recovery
S pp— +
/ 1\ <-- Digest failure recovery
Fom e e o +
/ 0 \ <-- Session failure recovery
Fom e e e +

The followng table lists the error recovery capabilities expected
fromthe inplementations that support each error recovery | evel

Fom e e e e e o e m e e e e e e e e e e e e e e e e e e e e e e e e e e emmaeao +
| Error RecoverylLevel | Associated Error recovery capabilities |
Fom e e e e e o e m e e e e e e e e e e e e e e e e e e e e e e e e e e emmaeao +
| 0 | Session recovery class |
| | (Section 7.11.4 Session Recovery) |
Fom e e e e e o e m e e e e e e e e e e e e e e e e e e e e e e e e e e emmaeao +
| 1 | Digest failure recovery (See Note bel ow. ) |
Fom e e e e e o e m e e e e e e e e e e e e e e e e e e e e e e e e e e emmaeao +
| 2 | Connection recovery class |
| | (Section 7.11.3 Connection Recovery) |
Fom e e e e e o e m e e e e e e e e e e e e e e e e e e e e e e e e e e emmaeao +

Note: Digest failure recovery is conprised of two recovery cl asses:
W t hi n- Connection recovery class (Section 7.11.2 Recovery Wt hin-con-
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nection) and Wthin-Command recovery class (Section 7.11.1 Recovery
W t hi n- command) .

Supporting error recovery level "0" is mandatory, while the rest are
optional to inplenment. In inplenentation ternms, the above striation
means that the follow ng increnental sophistication with each |evel
IS required.

Fom e e e e e o m e e e e e e e e e e e e e e e e e e e e memam e +
| Level transition | Incremental requirenent |
Fom e e e e e o m e e e e e e e e e e e e e e e e e e e e memam e +
| 0->1 | PDU retransm ssions on the sanme connection

Fom e e e e e o m e e e e e e e e e e e e e e e e e e e e memam e +
| 1->2 | Retransm ssion across connections and |
| | allegiance reassignnent |
Fom e e e e e o m e e e e e e e e e e e e e e e e e e e e memam e +
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8. Security Considerations

Hi storically, native storage systens have not had to consi der secu-
rity because their environnents offered m nimal security risks. That
is, these environnments consisted of storage devices either directly
attached to hosts or connected via a subnet distinctly separate from
t he communi cati ons network. The use of storage protocols, such as
SCSI, over |IP networks requires that security concerns be addressed.
i SCSI i npl ementati ons MJUST provi de means of protection against active
attacks (e.g., pretending to be another identity, nessage insertion,
del etion, nodification, and replaying) and passive attacks
(e.g.,eavesdroppi ng, gaining advantage by anal yzing the data sent
over the line).

Al t hough technically possible, i SCSI SHOULD NOT be configured w thout
security. iSCSI without security should be confined, in extrene
cases, to closed environments wi thout any security risk.

The foll ow ng section describes the security nechani sns provided by
an i SCSI i npl enentati on.

8.1 iSCSI Security Mechani snms

The entities involved in i SCSI security are the initiator, target, and
the I P communication end points. iSCSI scenarios where nultiple ini-
tiators or targets share a single conmunication end point are
expected. To accommopdate such scenarios, 1SCSI uses two separate
security mechani sns: | n-band authentication between the initiator and
the target at the i SCSI connection |evel (carried out by exchange of
i SCSI Login PDUs), and packet protection (integrity, authentication,
and confidentiality) by IPsec at the IP level. The two security nech-
ani snms conpl enent each other: The in-band authentication provides
end-to-end trust (at login tine) between the i SCSI initiator and the
target, while IPsec provides a secure channel between the IP communi -
cation end points.

Further details on typical iSCSI scenarios and the relation between

the initiators, targets, and the comuni cati on end points can be found
in [ SEC | PS].
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8.2 1In-band Initiator-Target Authentication

Wth this mechanism the target authenticates the initiator and the

initiator optionally authenticates the target. The authentication is
performed on every new i SCSI connection by an exchange of i SCSI Login
PDUs using a negotiated authentication nethod.

The aut hentication nethod cannot assunme an underlying | Psec protec-
tion, since IPsec is optional to use. An attacker should gain as lit-
tl e advant age as possi ble by inspecting the authentication phase
PDUs. Therefore, a nethod using clear text (or equival ent) passwords
is not acceptable; on the other hand, identity protection is not
strictly required.

Thi s mechani sm protects agai nst an unauthorized |login to storage
resources by using a false identity (spoofing). Once the authentica-
tion phase is conpleted, if the underlying I Psec is not used, all PDUs
are sent and received in clear. This mechani smal one (W thout underly-
ing I Psec) should only be used when there is no risk of eavesdroppi ng,
nmessage insertion, deletion, nodification, and replaying.

The CHAP aut henti cation nmethod (see Chapter 13) is vulnerable to an
off-line dictionary attack. In environments where this attack is a
concern, CHAP SHOULD NOT be used wi thout additional protection.
Underlying | Psec encryption provides protection against this attack.

The strength of the SRP authentication nethod (specified in Chapter
13) i s dependent on the characteristics of the group being used (i.e.,
the prinme nodulus N and generator g). As described in [RFC2945], Nis
required to be a Sophie-German prinme (of the formN = 2q + 1, where
is also prinme) and the generator g is a primtive root of GF(n). In
i SCSI aut hentication, the prinme nodulus N MUST be at | east 768 bits.

Upon receiving Nand g fromthe Target, the Initiator MJUST verify that
t hey satisfy the above requirenents (and otherw se, abort the connec-
tion). This verification MAY start by trying to match Nand g wwth a
wel | - known group that satisfies the above requirenents.

Vel | - known SRP groups are provided in [ SECIPS].

Compliant i SCSI initiators and targets MJST at | east i nplenent the SRP
aut henti cation nethod [ RFC2945] (see Chapter 11).
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8.3 | Psec

The | Psec nechanismis used by i SCSI for packet protection (crypto-
graphic integrity, authentication, and confidentiality) at the IP

| evel between the i SCSI conmuni cati ng end points. The foll ow ng sec-
tions describe the I Psec protocols that nmust be inplenmented for data
integrity and authentication, confidentiality, and key managenent.

Det ai | ed consi derations and recommendati ons for using | Psec for i SCSI
are provided in [ SECIPS].

8.3.1 Data Integrity and Authentication

Data authentication and integrity is provided by a keyed Message

Aut hentication Code in every sent packet. This code protects agai nst
nmessage insertion, deletion, and nodification. Protection against
message replay is realized by using a sequence counter.

An i SCSI conpliant initiator or target MJUST provide data integrity and
aut hentication by inplenenting | Psec [ RFC2401] with ESP in tunnel
node [ RFC2406] wth the follow ng i SCSI specific requirenents:

- HVAC- SHA1 MUST be i npl enent ed [ RFC2404] .

- AES CBC MAC wi t h XCBC ext ensi ons SHOULD be i npl enent ed [ AES],
[ XCBC] (NOTE: Still subject to the IETF-1Psec WG s standar d-
i zation plans).

The ESP anti-replay service MIST al so be inpl enent ed.

At the high speeds i SCSI is expected to operate, a single |IPsec SA
could rapidly cycle through the 32-bit |Psec sequence nunber space.
In view of this, an i SCSI inplenentation that operates at speeds of 1
Gops or less MAY inplenment the | Psec sequence nunber extension [SEQ
EXT] .

| mpl enent ati on operation at speeds of 10 Gops or faster SHOULD i npl e-
ment the sequence nunber extension.

8.3.2 Confidentiality

Confidentiality is provided by encrypting the data in every packet.
Confidentiality SHOULD al ways be used together with data integrity
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and authentication to provide conprehensive protection agai nst eaves-
droppi ng, nessage insertion, deletion, nodification, and replaying.

An i SCSI conpliant initiator or target MJST provide confidentiality
by i npl ementing | Psec [ RFC2401] with ESP in tunnel node [ RFC2406] with
the follow ng i SCSI specific requirenents:

- 3DES in CBC node MJST be inpl enented [ RFC2451].
- AES in Counter node SHOULD be i npl enented [ AESCTR] (NOTE: This
is still subject to the IPsec W5 s standardi zati on pl ans).

DES in CBC npde SHOULD NOT be used due to its inherent weakness.
The NULL encryption al gorithm MJUST al so be inpl enent ed.

8.3.3 Security Associations and Key Managenent

A conpliant i SCSI inplenmentation MIST neet the key managenent

requi renents of the I Psec protocol suite. Authentication, security
associ ation negotiation, and key managenent MJST be provi ded by

i mpl ementing | KE [ RFC2409] using the I Psec DO [RFC2407] wth the fol -
| owi ng i SCSI specific requirenents:

- Peer authentication using a pre-shared key MJUST be supported.
Certificate-based peer authentication using digital signa-
tures MAY be supported. Peer authentication using the public
key encryption nethods outlined in | KE sections 5.2 and 5. 3[ 7]
SHOULD NOT be used.

- Wen digital signatures are used to achi eve aut hentication, an
| KE negotiator SHOULD use | KE Certificate Request Payl oad(s)
to specify the certificate authority. |KE negotiators SHOULD
check the pertinent Certificate Revocation List (CRL) before
accepting a PKI certificate for use in |IKE aut hentication pro-
cedures.

- Both | KE Main Mode and Aggressive Mbde MJUST be supported. |KE
mai n node wi th pre-shared key aut henti cati on nethod SHOULD NOT
be used when either the initiator or the target uses dynam -
cally assigned | P addresses. While pre-shared keys in many
cases offer good security, situations where dynamcally
assigned addresses are used force the use of a group pre-
shared key, which creates vulnerability to a man-in-the-m ddl e
attack.

- In the | KE Phase 2 Qui ck Mbde exchanges for creating the Phase
2 SA, the Identity Payload fields MJUST be present, and MJST
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carry individual addresses and MJST NOT use the |IP Subnet or
| P Address Range formats.

Manual keyi ng MJUST NOT be used since it does not provide the necessary
re-keyi ng support.

When | Psec is used, each i SCSI TCP connection within an i SCSI session
MUST be protected by a separate | KE Phase 2 SA. The recei pt of an I KE
Phase 2 del ete nmessage SHOULD NOT be interpreted as a reason for tear-
ing down the connection. |If additional traffic is sent onit, a new

| KE Phase 2 SA will be created to protect it.
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9. Notes to Inplenenters

This section notes sone of the performance and reliability consider-
ations of the i SCSI protocol. This protocol was designed to allow
efficient silicon and software inplenentations. The i SCSI tag necha-
ni smwas designed to enable RDVA at the i SCSI |evel or |ower.

The gui di ng assunpti on made t hroughout the design of this protocol is
that targets are resource constrained relative to initiators.

| rpl enenters are al so advised to consider the inplementati on conse-
guences of the i SCSI to SCSI mapping nodel as outlined in Section
2. 4.3 Consequences of the Model.

9.1 Miltiple Network Adapters

The i SCSI protocol allows multiple connections, not all of which need
to go over the sane network adapter. If multiple network connections
are to be utilized with hardware support, the i SCSI protocol command-
dat a-status al |l egi ance to one TCP connection ensures that there is no
need to replicate informati on across network adapters or otherw se
require themto cooperate.

However, some task managenent conmands may require sone | oose form of
cooperation or replication at |east on the target.

9.1.1 Conservative Reuse of |SIDs

Hi storically, the SCSI nodel (and inplenentations and applications
based on that nodel) has assuned that SCSI ports are static, physical
entities. Recent extensions to the SCSI nodel have taken advant age of
persi stent worl dw de uni que names for these ports. In i SCSI however,
the SCSI initiator ports are the endpoints of dynam cally created ses-
sions, so the presunption of "static and physical" does not apply. In
any case, the nodel clauses (particularly, Section 2.4.2 SCSI Archi -
tecture Model) provide for persistent, reusable nanes for the i SCSI -
type SCSI initiator ports even though there does not need to be any
physical entity bound to these nanes.

To both minimze the disruption of |egacy applications and to better
facilitate the SCSI features that rely on persistent nanes for SCS

ports, iSCSI inplenentations should attenpt to provide a stable pre-
sentation of SCSI Initiator Ports (both to the upper OS-layers and to
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the targets to which they connect). This can be achieved in an initi-
ator inplenentation by conservatively reusing ISIDs. In other words,
the sanme |1 SID should be used in the Login process to multiple target
portal groups (of the same i SCSI Target or different iSCSI Targets).
The 1 SI D RULE (Section 2.4.3 Consequences of the Mbdel) only prohibits
reuse to the sanme target portal group. It does not "preclude" reuse to
ot her target portal groups.

The principle of conservative reuse "encourages" reuse to other tar-
get portal groups. Wen a SCSI target device sees the same (Initia-
torNanme, 1SID) pair in different sessions to different target portal
groups, it can identify the underlying SCSI Initiator Port on each
session as the sanme SCSI port. In effect, it can recognize multiple
paths fromthe same source.

9.1.2 iSCSI Nane and I SID/ TSID Use

The designers of the i SCSI protocol envisioned there being

one i SCSI Initiator Node Nane per operating systemimge on a machi ne.
Thi s enabl es SAN resource configuration and authentication schenes
based on a systemis identity. It supports the notion that it should
be possible to assign access to storage resources based on "initiator
device" identity.

When there are nultiple hardware or software conponents coordi nated
as a single i SCSI Node, there nust be sone (logical) entity that rep-
resents the i SCSI Node that makes the i SCSI Node Nane avail able to al
conmponents involved in session creation and login. Simlarly, this
entity that represents the i SCSI Node nust be able to coordi nate ses-
sion identifier resources (ISIDfor initiators and TSID for targets)
to enforce both the 1SID and TSID RULES (see Section Section 2.4.3
Consequences of the Model).

For targets, because of the closed environnment, inplenmentation of
this entity should be straightforward. However, vendors of i SCS
hardware (e.g., NICs or HBAs) intended for targets to provide nmecha-
nisms for configuration of the i SCSI Node Nane and for configuration
and/ or coordination of TSIDs across the portal groups instantiated by
mul ti pl e i nstances of these conponents within a target. One nechani sm
is to allow for static or dynamc partitioning of the TSI D nanespace
anong the portal groups. Such a partitioning allows each portal group
to act independently of other portal groups when assigning TSI Ds, and
facilitates enforcenent of the TSID RULE (Section 2.4.3 Consequences
of the Model).
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For initiators, inthe long term it is expected that operating system
vendors will take on the role of this entity and provi de standard APl s
t hat can i nformconponents of their i SCSI Node Name and can configure
and/ or coordinate ISID allocation, use and reuse.

Recogni zi ng that such initiator APIs are not avail abl e today, other

i npl enentations of the role of this entity are possible.

For exanple, a human may instantiate the (common) Node nane as part of
the installation process of each i SCSI conponent involved in session
creation and |l ogin. This may be done either by pointing the conponent
to a vendor-specific location for this datumor to a systemw de | oca-
tion. The structure of the |ISID nanespace (see Section 10.12.6 ISID
and [NDT]) facilitates inplenentation of the |1SID coordination by

al l owi ng each conponent vendor to independently (of other vendor's
conponents) coordi nate allocation and use and reuse its own partition
of the | SI D nanespace in a vendor-specific manner. Partitioning of the
| SI D namespace within initiator portal groups managed by that vendor
al l ows each such initiator portal group to act independently of al

ot her portal groups when selecting an ISID for a login; this facili-
tates enforcenent of the I SID RULE (see Section 2.4.3 Consequences of
the Mbdel) at the initiator

A vendor of iSCSI hardware (e.g., NICs or HBAs) intended for use in
the initiators nust allow, in addition to a mechanismfor configuring
the i SCSI Node Nane, for a nmechanismto configure and/or coordinate

| SIDs for all sessions managed by nultiple instances of that hardware
within a given i SCSI Node. Such configuration m ght be either pernma-
nently pre-assigned at the factory (in a necessarily globally unique
way), statically assigned (e.g., partitioned across all the N Cs at
initialization in a locally unique way), or dynam cally assigned
(e.g., on-line allocator, also in a locally unique way). 1In the |at-
ter two cases, the configuration may be via public APlIs (perhaps
driven by an independent vendor's SW such as the OS vendor) or via
private APlIs driven by the vendor's own SW

9.2 Autosense and Auto Contingent All egiance (ACA

Aut osense refers to the automatic return of sense data to the initia-
tor in case a command di d not conpl ete successfully. i SCSI mandates
support for autosense.
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ACA hel ps preserve ordered command execution in the presence of
errors.

As i SCSI can have many commands in-flight between initiator and tar-
get, i SCSI mandates support for ACA.

9.3 Command Retry and O eaning A d Command | nstances

To avoid having old, retried command instances appear in a valid com
mand wi ndow after a comrand sequence nunber wrap around, the protoco
requires (see Section 2.2.2.1 Command Nunbering and Acknow edgi ng)

t hat on every connection on which a retry has been issued, a non-inmme-
di ate command be issued and acknow edged within a 2**31-1 conmands
interval since the retry was i ssued. This requirenment can be fulfilled
by an inplenmentation in several ways.

The sinplest technique to use is to send a (non-retry) non-imedi ate
SCSI command (or a NOP if no SCSI command is available for a while)
after every conmand retry on the connection on which the retry was
attenpted. As errors are deened rare events, this technique is prob-
ably the nost effective, as it does not involve additional checks at
the initiator when issuing conmmands.

9.4 Synch and Steering Layer and Perfornmance

Wil e a synch and steering layer is optional, aninitiator/target that

does not have it working against a target/initiator that demands synch
and steering nmay experience performance degradati on caused by packet

reordering and |l oss. Providing a synch and steering nmechanismis rec-
omended for all high-speed inplenentations.

9.5 Unsolicited Data and Performance

Unsolicited data on wite are neant to reduce the effect of |atency on
t hroughput (no R2T is needed to start sending data). In addition,

i mredi ate data are nmeant to reduce the protocol overhead (both band-
wi dt h and execution tine).

However, negotiating an anmount of unsolicited data for wites and
sendi ng | ess than the negoti ated anount when the total data anount to
be sent by a command is |arger than the negotiated anmount may nega-
tively inpact performance and may not be supported by all the targets.
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i SCSI PDU Fornmat s

Al multi-byte integers that are specified in formats defined in this
docunent are to be represented in network byte order (i.e., big
endian). Any field that appears in this docunent assunes that the
nost significant byte is the | owest nunbered byte and the nost signif-
icant bit (within byte or field) is the highest nunbered bit unless
speci fied ot herw se.

Any conmpliant sender MJUST set all bits not defined and all reserved
fields to zero unless specified otherwise. Any conpliant receiver
MUST ignore any bit not defined and all reserved fields unless speci -
fied otherw se.

Reserved fields are marked by the word "reserved", sonme abbreviation
of "reserved" or by "." for individual bits when no other form of
marking is technically feasible.

1 iSCSI PDU Length and Paddi ng

i SCSI PDUs are padded to the closest integer nunber of four byte
wor ds. The paddi ng bytes SHOULD be O.

2 PDU Tenpl ate, Header, and Opcodes

Al'l i SCSI PDUs have one or nore header segnents and, optionally, a
data segnent. After the entire header segnment group a header-digest
may follow The data segnent MAY al so be followed by a data-digest.

The Basi ¢ Header Segnment (BHS) is the first segnent in all of the

i SCSI PDUs. The BHS is a fixed-length 48-byte header segnent. It may
be foll owed by Additional Header Segnents (AHS), a Header-Digest, a
Dat a Segnment, and/or a Data-Di gest.

The overall structure of a PDUis as foll ows:
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Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +

0/ Basic Header Segnent (BHS) /
+/ /
e e e e e e e e +
48/ Additional Header Segnent (AHS) (optional) /
+/ /
e e e e e e e e +
e e e e e e e e +

k/ Header-Di gest (optional) /
+/ /
e e e e e e e e +

|/ Data Segnent (optional) /
+/ /
e e e e e e e e +

nm Dat a- Di gest (optional) /
+/ /
e e e e e e e e +

Al'l PDU segnents and digests are padded to an integer nunber of four
byte words. The paddi ng bytes SHOULD be sent as O.

10.2.1 Basic Header Segnent (BHS)

The BHS is 48 bytes Iong. The Opcode, Total AHSLength, and Dat aSeg-
ment Length fields appear in all iSCSI PDUs. |In addition, when used,
the Initiator Task Tag and Logical Unit Nunmber always appear in the
sanme | ocation in the header

The format of the BHS is:
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Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0| .]1|] Opcode | Opcode-specific fields |
e e e e e e e e +
4| Tot al AHSLengt h | Dat aSegnent Lengt h |
e e e e e e e e +
8] LUN or Opcode-specific fields |
+ +
12| |
e e e e e e e e +
16] Initiator Task Tag or Opcode-specific fields |
e e e e e e e e +
20/ Opcode-specific fields /
+/ /
e e e e e e e e +
48
10.2.1.1 |

For request PDUs, the | bit set to 1 is an imedi ate delivery marker.
This bit is always 1 for response PDUs (PDUs fromtarget to initia-
tor).

10.2.1.2 Opcode
The Opcode indicates the type of i SCSI PDU the header encapsul ates.

The Opcodes are divided into two categories: initiator opcodes and
target opcodes. Initiator opcodes are in PDUs sent by the initiators
(request PDUs). Target opcodes are in PDUs sent by the target
(response PDUs).

Initiators MJUST NOT use target opcodes and targets MJST NOT use initi-
ator opcodes.

Initiator opcodes defined in this specification are:

0x00 NOP- Qut

0x01 SCSI Command (encapsul ates a SCSI Conmmand Descri pt or Bl ock)
0x02 SCSI Task Managenent Function Request

0x03 Logi n Conmand
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0x04 Text request

0x05 SCSI Data-out (for WRI TE operations)
0x06 Logout Comrand

0x10 SNACK Request

Ox1c-Oxle Vendor specific codes

Target opcodes are:

0x20 NOP-1n

0x21 SCSI Response -contains SCSI status and possibly sense
information or other response information.

0x22 SCSI Task Managenent Function Response

0x23 Logi n Response

0x24 Text Response

0x25 SCSI Data-in -for READ operations.

0Ox26 Logout Response

0x31 Ready To Transfer (R2T) - sent by target when it is ready
to receive data.

0x32 Asynchronous Message -sent by target to indicate certain
speci al conditions.

0x3c- 0x3e Vendor specific codes

0x3f Rej ect

Al'l other opcodes are reserved.

2.1.3 Opcode-specific Fields

These fields have different neanings for different opcode types.

2.1.4 Total AHSLengt h

Total length of all AHS header segnents in four byte words including
paddi ng, if any.

2.1.5 DataSegnent Length

This is the data segnment payload | ength in bytes (excluding padding).

2.1.6 LUN

Sonme opcodes operate on a specific Logical Unit. The Logical Unit Num
ber (LUN) field identifies which Logical Unit. |If the opcode does not
relate to a Logical Unit, this field is either ignored or may be used
in an opcode specific way. The LUN field is 64-bits and should be
formatted in accordance with [SAM2] i.e., LUNO] from[SAM] is BHS
byte 8 and so on up to LUN[8] from[SAM2] that is BHS byte 15..
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10.2.1.7 Initiator Task Tag

The initiator assigns a Task Tag to each i SCSI task it issues. Wile a
task exists, this tag MIST uniquely identify it session-w de.

SCSI may al so use the initiator task tag as part of the SCSI task
identifier when the tinme span during which an iSCSI initiator task tag
must be uni que extends over the tine span during which a SCSI task tag
must be unique. However, the iSCSI Initiator Task Tag has to exi st
and be uni que even for untagged SCSI comands.

10.2.2 Additional Header Segnent (AHS)

The general format of an AHS is:

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76 543210765432107654321076543210|
e e e e e e e e +
0| AHSLength | AHSType | AHS-Specific |
e e e e e e e e +
4/ AHS- Specific /
+/ /
e e e e e e e e +
X

10.2.2.1 AHSType
The AHSType field is coded as foll ows:

bit 7-6 - Reserved
bit 5-0 - AHS code

0 - Reserved

1 - Extended CDB

2 - Expected Bidirectional Read Data Length

3 - 59 Reserved
60- 63 Non-i SCSI extensions

10.2.2.2 AHSLength

This field contains the effective length in bytes of the AHS excl udi ng
AHSType and AHSLength (not i ncluding padding). The AHS is padded to
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the smal |l est integer nunber of 4 byte words (i.e., fromO up to 3 pad-
di ng bytes).

2.2.3 Extended CDB AHS
The format of the Extended CDB AHS i s:

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0| AHSLengt h (CDBLengt h-15) | Ox01 | Reserved |
e e e e e e e e +
4/ ExtendedCDB. .. +paddi ng /
+/ /
e e e e e e e e +
X

2.2.4 Bidirectional Expected Read-Data Length AHS

The format of the Bidirectional Read Expected Data Transfer Length AHS
iS:

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0| AHSLength (0x0005) | 0x02 | Reserved |
e e e e e e e e +
4| Expected Read-Data Length |
e e e e e e e e +
8

2.3 Header Digest and Data D gest

Optional header and data digests protect the integrity of the header
and data, respectively. The digests, if present, are |ocated, respec-
tively, after the header and PDU- specific data and i ncl ude the paddi ng
byt es.

The digest types are negotiated during the |ogin phase.
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The separation of the header and data digests is useful in iSCSI rout-
i ng applications, where only the header changes when a nessage is for-
warded. In this case, only the header digest should be re-cal cul at ed.

Di gests are not included in data or header length fields.
A zero-length Data Segnment also inplies a zero-length data-di gest.

2.4 Data Segnent

The (optional) Data Segnent contains PDU associ ated data. Its payl oad
effective length is provided in the BHS field - DataSegnmentLength. The
Data Segnent is also padded to an integer nunber of 4 byte words.

Julian Satran Expi res August 2002 112



i SCSI 20- January- 02

10.3 SCSI Conmmand
The format of the SCSI Conmand PDU i s:

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.|1] Ox01 | FIRRWO O] ATTR | Reserved | CRN or Rsvd |
e e e e e e e e +
4| Tot al AHSLengt h | Dat aSegnent Lengt h |
e e e e e e e e +
8| Logical Unit Nunber (LUN) |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Expected Data Transfer Length |
e e e e e e e e +
24| CndSN |
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32/ SCSI Command Descriptor Bl ock (CDB) /
+/ /
e e e e e e e e +
48| AHS (if any), Header Digest (if any) |
e e e e e e e e +

/| Dat aSegnment - Command Data (optional) /
+/ /
e e e e e e e e +

10.3.1 Flags and Task Attributes (byte 1)

The flags for a SCSI Command are:

bit 7 (F) set to 1 when no unsolicited SCSI Data-OQut PDUs fol -
lowthis PDU. For a wite, if Expected Data Transfer Length
is larger than the DataSegnentlLength the target may solicit
addi tional data through R2T.

bit 6 (R) set to 1 when input data is expected.
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bit 5 (W set to 1 when output data is expected.
bit 4-3 Reserved

bit 2-0 contains Task Attri butes.

Task Attributes (ATTR) have one of the foll ow ng integer values (see
[ SAMR] for details):

- Unt agged

- Sinple

- Ordered

- Head of Queue
- ACA

-7 - Reserved

GrhWNEFLO

Setting both the Wand the F bit to O is an error.

The R and W MAY both be 1 when the correspondi ng Expected Data Trans-
fer Lengths are 0, but they CANNOT both be O when the corresponding
Expected Data Transfer Lengths are not O.

3.2 CRN

SCSI conmmand reference nunber - if present in the SCSI execute comrand
argunents (according to [ SAMZ]).

3.3 CmSN - Command Sequence Numnber

Enabl es ordered delivery across nultiple connections in a single ses-
si on.

3.4 ExpStat SN

Command responses up to ExpStatSN-1 (nod 2**32) have been received
(acknow edges status) on the connection.

3.5 Expected Data Transfer Length

For unidirectional operations, the Expected Data Transfer Length
field contains the nunber of bytes of data involved in this SCSI oper-
ation. For a unidirectional wite operation (Wflag set to 1 and R
flag set to 0), the initiator uses this field to specify the nunber of
bytes of data it expects to transfer for this operation. For a unidi-
rectional read operation (Wflag set to 0 and Rflag set to 1), the
initiator uses this field to specify the nunber of bytes of data it
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expects the target to transfer to the initiator. |t corresponds to
t he SAM2 byte count.

For bidirectional operations (both R and Wflags are set to 1), this
field contains the nunber of data bytes involved in the wite trans-
fer. For bidirectional operations, an additional header segnment MJST
be present in the header sequence that indicates the Bidirectional
Read Expected Data Transfer Length. The Expected Data Transfer Length
field and the Bidirectional Read Expected Data Transfer Length field
correspond to the SAM2 byte count

| f the Expected Data Transfer Length for a wite and the |l ength of the
i mredi ate data part that follows the command (if any) are the sane,
than no nore data PDUs are expected to follow. In this case, the F
bit MJST be set to 1

| f the Expected Data Transfer Length is higher than the FirstBurstSize
(the negotiated maxi num anmount of unsolicited data the target wll
accept), the initiator SHOULD send the maxi mum size of unsolicited
data. The target MAY term nate a command in error for which the
Expected Data Transfer Length is higher than the FirstBurstSize and
for which the initiator sent I ess than the FirstBurstSize unsolicited
dat a.

Upon conpl etion of a data transfer, the target inforns the initiator
(through residual counts) of how many bytes were actually processed
(sent and/or received) by the target.

3.6 CDB - SCSI Command Descriptor Bl ock

There are 16 bytes in the CDB field to accomopdate the comonly used
CDBs. Whenever the CDB is larger than 16 bytes, an Extended CDB AHS
MUST be used to contain the CDB spillover.

3.7 Data Segnment - Conmand Data

Some SCSI commands require additional paraneter data to acconpany the
SCSI conmmand. This data may be pl aced beyond t he boundary of the i SCS
header in a data segnment. Alternatively, user data (for exanple, from
a WRI TE operation) can be placed in the sane PDU (both cases are
referred to as i medi ate data). These data are governed by the general
rules for solicited vs. unsolicited data.
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10.4 SCSI Response
The format of the SCSI Response PDU is:

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0l.].] Ox21 | 1 .JolulQ U .| Response | Status |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8| Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Residual Count |
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmrdSN |
e e e e e e e e +
36| ExpDat aSN or Reserved |
e e e e e e e e +
40| Reserved |
e e e e e e e e +
44| Bidirectional Read Residual Count |
e e e e e e e e +
48| Digests if any... |
e e e e e e e e +

/| Data Segnment (Optional) /
+/ /
e e e e e e e e +

10.4.1 Flags (byte 1)
bit 6-5 Reserved

bit 4 - (0) set for Bidirectional Read Residual Overflow. In
this case, the b Bidirectional Read Resi dual Count indicates
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t he nunber of bytes that were not transferred to the initiator
because the initiator's Expected Bidirectional Read Data
Transfer Length was not sufficient.

bit 3 - (u) set for Bidirectional Read Residual Underflow In
this case, the Bidirectional Read Residual Count indicates the
nunber of bytes that were not transferred to the initiator out
of the nunmber of bytes expected to be transferred.

bit 2 - (O set for Residual Overflow. In this case, the Resid-
ual Count indicates the nunber of bytes that were not trans-
ferred because the initiator's Expected Data Transfer |ength
was not sufficient. For a bidirectional operation, the Resid-
ual Count contains the residual for the wite operation.

bit 1 - (U set for Residual Underflow In this case, the Resid-
ual Count indicates the nunber of bytes that were not trans-
ferred out of the nunmber of bytes that expected to be
transferred. For a bidirectional operation, the Residual Count
contains the residual for the wite operation.

bit 0 - (0) Reserved

Bits Oand U and bits o and u are mutual |y excl usi ve.
For a response other than "Command Conpleted at Target" bit 4-1 MJST
be O.

4.2 Status

The Status field is used to report the SCSI status of the command (as
specifiedin [SAM2]) and is valid only if the Response Code i s Comrand
Compl eted at target.

Sonme of the status codes defined in [ SAMZ] are:

0x00 GOOD

0x02 CHECK CONDI TI ON

0x08 BUSY

0x18 RESERVATI ON CONFLI CT
0x28 TASK SET FULL

0x30 ACA ACTI VE

0x40 TASK ABORTED

See [SAM2] for the conplete list and definitions.

If a SCSI device error is detected while data fromthe initiator is
still expected (the command PDU did not contain all the data and the

Julian Satran Expi res August 2002 117



10.

i SCSI 20- January- 02

target has not received a Data PDUw th the final bit Set), the target
MUST wait until it receives a Data PDUwith the F bit set in the |ast
expect ed sequence, before sending the Response PDU

4.3 Response

This field contains the i SCSI service response.
i SCSI service response codes defined in this specification are:

0x00 - Command Conpl eted at Tar get
0Ox01 - Target Failure
0x80-0xff - Vendor specific

The Response is used to report a Service Response. The exact mapping
of the i SCSI response codes to SAMservice response synbols i s outside
t he scope of this docunent.

Certain i SCSI conditions result in the command being term nated at the
target (response Command Conpl eted at Target) with a SCSI Check Condi -
tion Status as outlined in the next table:

o e e e e e e e i e e oo Fomm e m oo o T +
| Reason | Sense | Additional Sense Code &

| | Key | Qualifier |
o e e e e e e e i e e oo Fomm e m oo o T +
| Unexpected unsolicited | Aborted | ASC = 0x0c ASCQ = 0xOc

| data | Conrmand-0B| Wite Error |
o e e e e e e e i e e oo Fomm e m oo o T +
| Not enough unsolicited | Aborted | ASC = 0x0c ASCQ = 0x0d |
| data | Conmand-0B| Wite Error |
o e e e e e e e i e e oo Fomm e m oo o T +
| Protocol Service CRC | Aborted | ASC = 0x47 ASCQ = 0x05

| error | Command- 0B| CRC Error Detected |
o e e e e e e e i e e oo Fomm e m oo o T +
| SNACK rejected | Aborted | ASC = 0x11 ASCQ = 0x13

| | Command- 0B| Read Error |
o e e e e e e e i e e oo Fomm e m oo o T +

The target reports the "Not enough unsolicited data"” condition only if
it does not support output (wite) operations in which the total data
l ength is higher than FirstBurstSize, but the initiator sent |ess than
FirstBurstSi ze amount of unsolicited data, and out-of-order R2Ts can-
not be used.
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4.4 Residual Count

The Residual Count field is only valid in the case where either the U
bit or the Obit is set. If neither bit is set, the Residual Count
field SHOULD be zero. If the Obit is set, the Residual Count indi-
cates the nunber of bytes that were not transferred because the initi-
ator's Expected Data Transfer Length was not sufficient. If the Ubit
is set, the Residual Count indicates the nunber of bytes that were not
transferred out of the nunber of bytes expected to be transferred.

4.5 Bidirectional Read Residual Count

The Bidirectional Read Residual Count field is only valid in the case
where either the u bit or the o bit is set. If neither bit is set, the
Bi directional Read Residual Count field SHOULD be zero. If the o bit
is set, the Bidirectional Read Residual Count indicates the nunber of
bytes that were not transferred to the initiator because the initia-
tor's Expected Bidirectional Read Transfer Length was not sufficient.
If the u bit is set, the Bidirectional Read Residual Count indicates
t he nunber of bytes that were not transferred to the initiator out of
t he nunber of bytes expected to be transferred.

4.6 Data Segnent - Sense and Response Data Segnent

i SCSI targets MJUST support and enabl e autosense. |If Status is CHECK
CONDI TI ON (0x02), then the Data Segnent contains sense data for the
fail ed command.

For some i SCSI responses, the response data segnent MAY contain sone
response related information, (e.g., for a target failure, it may con-
tain a vendor specific detailed description of the failure).

| f the DataSegnentlLength is not 0, the format of the Data Segnent is
as follows:
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Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76 54321076543210/76543210/76514321DQ0|
e e e e e e e e +
0| SenseLengt h | Sense Data |
e e e e e e e e +
x/ Sense Data /
e e e e e e e e +
y/ Response Data /
/ /
e e e e e e e e +
z|

10.4.6.1 SenselLength

Length of Sense Dat a.

10. 4.7 ExpDat aSN

The nunber of Data-In (read) PDUs the target has sent for the conmand.

This field is reserved if the response code is not Command Conpl et ed
at Target or the command is a wite conmand.

10.4.8 StatSN - Status Sequence Nunber

Stat SN is a Sequence Nunber that the target i SCSI | ayer generates per
connection and that in turn, enables the initiator to acknow edge st a-
tus reception. StatSNis increnented by 1 for every response/status
sent on a connection except for responses sent as a result of aretry
or SNACK. In the case of responses sent due to a retransm ssion
request, the Stat SN MUST be the sane as the first time the PDU was
sent unless the connection has since been restarted.

10.4.9 ExpCndSN - Next Expected CrdSN fromthis Initiator

ExpCnmdSN i s a Sequence Nunmber that the target 1 SCSI returns to the
initiator to acknow edge command reception. It is used to update a
| ocal register with the sane nane. An ExpCndSN equal to MaxCndSN+1
indicates that the target cannot accept new conmands.
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10.4.10 MaxCndSN - Maxi mum CrdSN Acceptable fromthis Initiator

MaxCrdSN i s a Sequence Nunber that the target i SCSI returns to the

initiator to indicate the maxi mum CdSN the initiator can send. It is
used to update a local register with the sanme nane. If MaxCndSN i s

equal to ExpCrdSN-1, this indicates to the initiator that the target
cannot receive any additional comands. Wen MaxCrdSN changes at the
target while the target has no pending PDUs to convey this information
tothe initiator, it MJST generate a NOP-INto carry the new MaxCndSN.
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10.5 Task Managenent Function Request

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76 54321076543210/76543210/76543210Q0|
e e e e e e e e +
Ol .|1] x02 | 1| Function | Reserved |
e e e e e e e e +
4| Reserved |
e e e e e e e e +
8| Logical Unit Number (LUN) or Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Referenced Task Tag or Oxffffffff |
e e e e e e e e +
24| CndSN |
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32| Ref CndSN or ExpDat aSN |
e e e e e e e e +
36/ Reserved /
+/ /
e e e e e e e e +
48

10.5.1 Function

The Task Managenent functions provide an initiator with a way to
explicitly control the execution of one or nore Tasks (SCSI and i SCS
tasks). The Task Managenent functions are |listed below. For a nore
detail ed description of SCSI task managenment, see [SAM].

1 ABORT TASK - aborts the task identified by the Referenced
Task Tag field.

2 ABORT TASK SET - aborts all Tasks issued via this session
on the logical unit.

3 CLEAR ACA - clears the Auto Contingent Allegiance condi-
tion.
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CLEAR TASK SET - aborts all Tasks for the Logical Unit.
LOG CAL UNI T RESET
TARGET WARM RESET
TARGET COLD RESET

o N o o b

TASK REASSI GN - reassigns connection allegiance for the
task identified by the Initiator Task Tag field to this con-
nection, thus resum ng the i SCSI exchanges for the task.

For all these functions, the Task Managenent Functi on Response MUST be
returned as detailed in Section 10.6 Task Managenent Function
Response. All these functions apply to the referenced tasks regard-

| ess of whet her they are proper SCSI tasks or tagged i SCSI operations.
Task managenent requests nust act on all the commands having a ChrdSN
| oner than the task managenent CrdSN. |If the task managenent request
is marked for imredi ate delivery it nmust be considered i nmedi ately for
execution but the operations involved (all or part of them may be
postponed to allowthe target to receive all rel evant tasks. According
to [SAM] for all the tasks covered by the task managenent response
(i.e., wwth CrdSN not hi gher than the task managenent command CndSN)
addi ti onal responses MJUST NOT be delivered to the SCSI | ayer after the
t ask managenent response. The i SCSI initiator MAY deliver to the SCS
| ayer all responses received before the task managenent response
(i.e., it is a matter of inplenentation if the SCSI responses -

recei ved before the task managenent response but after the task man-
agenent requests - are delivered to the SCSI |ayer by the i SCSI | ayer
inthe initiator). The i SCSI target MJST ensure that no responses for
the tasks covered by a task managenent function are delivered to the
i SCSI initiator after the task managenent response.

| f the connectionis still active (it is not undergoing aninplicit or
explicit |logout), ABORT TASK MJUST be issued on the sane connection to
which the task to be aborted is allegiant at the tinme the Task Manage-
ment Request is issued. If the connection is being inplicitly or
explicitly logged out (i.e., no other request will be issued on the
failing connection and no ot her response will be received on the fail -
i ng connection), then an ABORT TASK function request may be issued on
anot her connection. This Task Managenent request will then establish
a new al |l egi ance for the command to be aborted as well as abort it
(i.e., the task to be aborted will not have to be retried or reas-
signed, and its status, if issued but not acknow edged, will be reis-
sued foll owed by the task managenent response).
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For the LOG CAL UNIT RESET function, the target MJST behave as dic-
tated by the Logical Unit Reset function in [ SAM].

The TARGET RESET function (WARM and COLD) inplenentation is OPTI ONAL
and when i npl enented, should act as descri bed bel ow. Target Reset MAY
al so be subject to SCSI access controls for the requesting initiator
When aut horization fails at the target, the appropriate response as
described in Section 10.6 Task Managenment Function Response nust be
returned by the target.

For the TARGET WARM RESET and TARGET COLD RESET functions, the target
cancels all pending operations. Both functions are equivalent to the
Target Reset function specified by [ SAM]. They can affect many ot her
initiators.

In addition, for the TARGET COLD RESET, the target MJUST then term nate
all of its TCP connections to all initiators (all sessions are term -
nat ed) .

For the TASK REASSI GN function, the target shoul d reassign the connec-
tion allegiance to this new connection (and thus resune i SCSI
exchanges for the task). TASK REASSI GN MUST be received by the target
ONLY after the connection on which the command was previously execut-
i ng has been successfully | ogged-out. For additional usage semantics
see Section 7.1 Retry and Reassign in Recovery.

TASK REASSI GN MJUST be i ssued as an i nmmedi ate command.

5.2 LUN

This field is required for functions that address a specific LU (ABORT
TASK, CLEAR TASK SET, ABCORT TASK SET, CLEAR ACA, LOG CAL UNI T RESET)
and is reserved in all others.

5.3 Referenced Task Tag

The Initiator Task Tag of the task to be aborted for the TASK ABORT
function or reassigned for the TASK REASSI GN functi on.
For all the other functions this field is reserved.
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10.5.4 Ref CrdSN or ExpDat aSN

For ABORT TASK, this is the task CrdSN of the task to be aborted. If
Ref ChdSN does not match the CrdSN of the command to be aborted at the
target, the abort action MJST NOT be perforned and the response MJST
be ’function rejected .

If the function is TASK REASSI G\, which establishes a new connection
al l egi ance for a previously issued Read or Bidirectional command,
this field will contain the next consecutive input DataSN nunber
expected by the initiator (no gaps) for the referenced command in a
previ ous execution. The target MJUST retransmt all data previously
transmtted in DatalN PDUs (if any) starting with ExpDataSN. The num
ber of retransmtted PDUs, may or may not be the sane as the original
transm ssion, depending on if there was a change in MaxRecvPDULengt h
in the reassignnent.

O herwise, this field is reserved

Julian Satran Expi res August 2002 125



10.

10.

i SCSI 20- January- 02

6 Task Managenent Function Response

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.].] Ox22 | 1| Reserved | Response | Reserved |
e e e e e e e e +
4/ Reserved /
/ /
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Referenced Task Tag or Oxffffffff |
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmdSN |
e e e e e e e e +
36/ Reserved /
+/ /
e e e e e e e e +
48| Digest (if any) |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

For the functions ABORT TASK, ABORT TASK SET, CLEAR ACA, CLEAR TASK
SET, LOG CAL UNIT RESET, and TARCET WARM RESET, the target perforns
t he requested Task Managenent function and sends a Task Managenent
Response back to the initiator

6.1 Response

The target provides a Response, which nmay take on the foll ow ng val -
ues:

a) 0 - Function Conplete

b) 1 - Task does not exi st

c) 2 - LUN does not exist.

d) 3 - Task still allegiant.

e) 4 - Task failover not supported.

f) 5 - Task managenent function not supported.
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g) 6 - Function authorization fail ed.
h) 255 - Function Rejected.

Al'l other values are reserved.

For a di scussi on on usage of response codes 3 and 4, see Section 7.1.2
Al |l egi ance Reassi gnnent.

For the TARGET COLD RESET and TARGET WARM RESET functions, the target
cancel s all pending operations. For the TARGET COLD RESET functi on,
the target MUST then close all of its TCP connections to all initia-
tors (termnates all sessions).

The mappi ng of the response code into a SCSI service response code, if
needed, is outside the scope of this docunent.

The response to ABORT TASK SET and CLEAR TASK SET MUST be issued by
the target only after all the conmands affected have been received by
the target, the correspondi ng task managenent functions have been
executed by the SCSI target and the delivery of all previous responses
has been confirmed (acknow edged t hrough ExpStat SN) by the initiator
on all connections of this session.

6.2 Referenced Task Tag

| f the Request was ABORT TASK and the Response is "task not found",
t he Referenced Task Tag contains the Initiator Task Tag of the task
that was to be aborted. In other cases, it MJST be set to Oxffffffff.
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10.7 SCSI Data-out & SCSI Data-in
The SCSI Data-out PDU for WRI TE operations has the follow ng format:

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.|.|] Ox05 | F| Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8/ LUN or Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Target Transfer Tag or Oxffffffff |
e e e e e e e e +
24| Reserved |
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32| Reserved |
e e e e e e e e +
36| Dat aSN |
e e e e e e e e +
40| Buffer O fset |
e e e e e e e e +
44| Reserved |
e e e e e e e e +
48| Digests if any... |
e e e e e e e e +

/ Dat aSegnent /
+/ /
e e e e e e e e +

The SCSI Data-in PDU for READ operations has the follow ng format:
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Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +

0| .].] Ox25 | FIAJO 0 O] U S| Reserved | Status or Rsvd
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8| Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Residual Count |
e e e e e e e e +
24| Stat SN or Reserved |
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmdSN |
e e e e e e e e +
36| Dat aSN |
e e e e e e e e +
40| Buffer O fset |
e e e e e e e e +
44| Reserved |
e e e e e e e e +
48| Header Digest (if any) |
e e e e e e e e +
/ Dat aSegnment (and digest if any) /
+/ /
e e e e e e e e +

Status can acconpany the last Data-in PDUif the command did not end
wi th an exception (i.e., the status is "good status"” - GOOD, CONDI TI ON
VET or | NTERMEDI ATE CONDI TI ON MET). The presence of status (and of a
residual count) is signaled though the S flag bit. Al though targets
MAY choose to send even non-exception status in separate responses,
initiators MJST support non-exception status in Data-In PDUs.
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7.1 F (Final) Bit

For outgoing data, this bit is 1 for the |last PDU of unsolicited data
or the last PDU of a sequence that answers an R2T.

For incom ng data, this bit is 1 for the last input (read) data PDU of
a sequence. Input can be split into several sequences, each having
its own F bit. Splitting the data streaminto sequences does not
affect DataSN counting on Data-In PDUs. It MAY be used as a "change
direction"” indication for Bidirectional operations that need such a
change.

For Bidirectional operations, the F bit is 1 for both the end of the
i nput sequences as well as the end of the output sequences.

7.2 A (Acknow edge) bit

For sessions with ErrorRecoveryLevel 1 or higher, the target sets this
bit to 1to indicate that it requests a positive acknow edgenment from
the initiator for the data received. The target should use the A bit
noderately; it MAY set the A bit to 1 only once every MaxBurstSize
bytes and MUST NOT do so nore frequently than this.

On receiving a Data-I1n PDUwWth the Abit set to 1, the initiator MJST
i ssue a SNACK of type DataACK. If the initiator has detected holes in
t he i nput sequence, it MJST postpone issuing the SNACK of type Dat aACK
until the holes are filled.

7.3 Target Transfer Tag

On outgoing data, the Target Transfer Tag is provided to the target if
the transfer is honoring an R2T. In this case, the Target Transfer Tag
field is a replica of the Target Transfer Tag provided with the R2T.

The Target Transfer Tag values are not specified by this protocol
except that the value Oxffffffff is reserved and neans that the Target
Transfer Tag is not supplied. |If the Target Transfer Tag i s provided,
then the LUN field MJUST hold a valid value and be consistent with
what ever was specified with the conmand; otherw se, the LUN field is
reserved

7.4 Stat SN
This field MJUST O\NLY be set if the S bit is set to 1.
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7.5 Dat aSN

For input (read) data PDUs, the DataSN is the data PDU nunber (start-
ingwith O) within the data transfer for the command identified by the
Initiator Task Tag.

For output (wite) data PDUs, the DataSN is the data PDU nunber
(starting with 0) within the current output sequence. The current out-
put sequence is either identified by the Initiator Task Tag (for unso-
licited data) or is a data sequence generated for one R2T (for data
solicited through R2T).

Any input or output data sequence MJST contain |ess than 2**32 num
bered PDUs.

7.6 Buffer Ofset

The Buffer O fset field contains the offset of this PDU payl oad data
within the conplete data transfer. The sum of the buffer offset and
| engt h shoul d not exceed the expected transfer length for the command.

The order of data PDUs within a sequence is determ ned by DataPDU nOr -
der. Wien set to yes, it neans that PDUs have to be in increasing
Buffer O fset order and overl ays are forbidden.

The ordering between sequences is determ ned by DataSequencel nOr der.
When set to yes, it neans that sequences have to be in increasing
Buffer Orfset order and overl ays are forbidden.

7.7 DataSegment Length

This is the data payload |length of a SCSI Data-In or SCSI Data-Qut
PDU. The sending of O |l ength data segnments shoul d be avoi ded, but ini-
tiators and targets MJST be able to properly receive O |l ength data
segnents.

The Data Segnents of Data-in and Data-out PDUs SHOULD be filled to the
i nt eger nunber of 4 byte words (real payload) unless the F bit is set
to 1.
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10.7.8 Flags (byte 1)

The | ast SCSI Data packet sent froma target to an initiator for a
SCSI command that conpleted successfully (with a status of GOOD, CO\
DI TI ON MET, | NTERMEDI ATE or | NTERVEDI ATE CONDI TI ON MET) may al so
optionally contain the Status for the data transfer. |In this case,
Sense Data cannot be sent together with the Command Status. |If the
command is conpleted with an error, then the response and sense data
MUST be sent in a SCSI Response PDU (i.e., MJST NOT be sent in a SCS
Dat a packet). For Bidirectional conmmands, the status MJST be sent in a
SCSI Response PDU

bit 3-5 - not used (should be set to 0).
bit 1-2 - used the sane as in a SCSI Response.
bit O S (status)- set to indicate that the Command Status field

contains status. If this bit is set to 1 the F bit MJST al so
be set to 1.

The fields StatSN, Status and Residual Count have neani ngful content
only if the Sbit is set to 1 and they values are as define in Section
10. 4 SCSI Response.
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10.8 Ready To Transfer (R2T)

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.].] Ox31 | 1| Reserved |
e e e e e e e e +
4/ Reserved /
+/ /
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Target Transfer Tag |
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCrdSN |
e e e e e e e e +
32| MaxCmdSN |
e e e e e e e e +
36] R2TSN |
e e e e e e e e +
40| Buffer O fset |
e e e e e e e e +
44| Desired Data Transfer Length |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +
48| Digest (if any) |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

When an initiator has submtted a SCSI Command with data that passes
fromthe initiator to the target (WRITE), the target may specify which
bl ocks of data it is ready to receive. The target may request that the
data bl ocks be delivered in whichever order is convenient for the tar-
get at that particular instant. This information is passed fromthe
target to the initiator in the Ready To Transfer (R2T) PDU

In order to allow wite operations without an explicit initial R2T,
the initiator and target MJST have agreed by sending the Initial R2T=no
key-pair to each other, which occurs either during Login or through
the Text request/Response nmechani sm
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An R2T MAY be answered with one or nore SCSI Data-out PDUs with a
mat chi ng Target Transfer Tag. If an R2T is answered with a single
Dat a-out PDU, the Buffer O fset in the Data PDU MJST be the sanme as
t he one specified by the R2T. The data | ength of the Data PDU MJST not
exceed the Desired Data Transfer Length specified in the R2T. If the
R2T is answered with a sequence of Data PDUs, the Buffer O fset and
Length MUST be within the range of those specified by R2T, and the

| ast PDU SHOULD have the F bit set to 1. If the last PDU (nmarked with
the F bit) is received before the Desired Data Transfer Length is
transferred, a target MAY choose to Reject that PDU with "Protocol
error" reason code. DataPDU nOrder governs the Data-Qut PDU order-
ing. If DataPDU nOder is set to yes, the Buffer Ofsets and Lengths
for consecutive PDUs MJUST forma conti nuous non-overl appi ng range and
the PDUs MJST be sent in increasing offset order.

The target may send several R2T PDUs (up to a negotiated nunber). It,
t herefore, can have a nunber of pending data transfers. Wthin a con-
necti on, outstanding R2Ts MJST be fulfilled by the initiator in the
order in which they were received.

Dat aSequencel nOrder governs the buffer offset ordering in consecutive
R2Ts. If DataSequencelnOrder is yes, then consecutive R2Ts SHOULD
refer to continuous non-overl appi ng ranges.

8.1 R2TSN

R2TSN i s the R2T PDU nunber (starting with 0) within the conmand i den-
tified by the Initiator Task Tag.

The nunmber of R2Ts in a command MJST be less than Oxffffffff.

8.2 StatSN

The StatSN field will contain the next StatSN. The StatSN for this
connection i s not advanced.

8.3 Desired Data Transfer Length and Buffer O fset

The target specifies how many bytes it wants the initiator to send
because of this R2T PDU. The target may request the data fromthe
initiator in several chunks, not necessarily in the original order of
the data. The target, therefore, also specifies a Buffer Ofset that
i ndi cates the point at which the data transfer should begin, relative
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to the beginning of the total data transfer. The Desired Data Transfer
Lengt h SHOULD not be 0 and MJUST not exceed MaxBurst Si ze.

8.4 Target Transfer Tag

The target assigns its own tag to each R2T request that it sends to
the initiator. This tag can be used by the target to easily identify
the data it receives. The Target Transfer Tag is copied in the outgo-
ing data PDUs and is used by the target only. There is no protocol
rul e about the Target Transfer Tag, but it is assunmed that it is used
to tag the response data to the target (alone or in conbination with
t he LUN).
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10.9 Asynchronous Message

An Asynchronous Message may be sent fromthe target to the initiator
W t hout corresponding to a particular command. The target specifies
the reason for the event and sense dat a.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0] .].] 0x32 | 1| Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnment Lengt h |
e e e e e e e e +
8] LUN I
+ +
12| |
e e e e e e e e +
16/ Reserved /
+/ /
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmrdSN |
e e e e e e e e +
36| AsyncEvent | AsyncVCode | Parameterl or Reserved |
e e e e e e e e +
40| Paraneter2 or Reserved | Parameter3 or Reserved |
e e e e e e e e +
44| Reserved |
e e e e e e e e +
48| Digests if any... |
e e e e e e e e +

/ Dat aSegnent - Sense Data or i SCSI Event Data /
+/ /
e e e e e e e e +

Some Asynchronous Messages are strictly related to i SCSI whil e others
are related to SCSI [ SAM] .
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Stat SN counts this PDU as an acknow edgeabl e event (StatSN is
advanced), which allows for initiator and target state synchroniza-
tion.

10.9.1 AsyncEvent

The codes used for i SCSI Asynchronous Messages (Events) are:

0 - a SCSI Asynchronous Event is reported in the sense data.
Sense Data that acconpanies the report, in the data segnment,
identifies the condition. The sending of a SCSI Event (Asyn-
chronous Event Notificationin SCSI term nology) is controlled
by a SCSI Control Mde Page bit.

1 - target requests Logout. This Async Message MJST be sent on
t he sane connection as the one requesting to be | ogged out.
The initiator MJST honor this request by issuing a Logout as
early as possible, but no | ater than Paraneter3 seconds.
Initiator MUST send a Logout with a reason code of "Cl ose the

connection” (if not the only connection) OR "Cl ose the session”

(if using nultiple connections). Once this nessage i s received,
the initiator SHOULD NOT i ssue new i SCSI conmands. The target
MAY reject any new I /O requests that it receives after this
Message with the reason code "Waiting for Logout". If the
initiator does not Logout in Paraneter3 seconds, the target
shoul d send an Async PDU with i SCSI event code "Dropped the
connection” if possible, or sinply term nate the transport
connection. Paraneterl and Parameter2 are reserved.

2 - target indicates it wll drop the connection.
The Paraneterl field indicates the CID of the connection going
to be dropped.
The Paraneter2 field (Tinme2Wait) indicates, in seconds, the
mnimumtinme to wait before attenpting to reconnect.
The Paranmeter3 field (Ti ne2Retain) indicates the maxi mumti ne
to reconnect and/or restart commands after the initial wait
(Ti me2Wait).
If the initiator does not attenpt to reconnect and/or restart
t he outstandi ng commands within the tine specified by
Paraneter3, or if Paraneter3 is O, the target will term nate
al | outstandi ng conmands on this connection; no other
responses shoul d be expected fromthe target for the outstand-
ing commands on this connection (Tine2Retain).
A value of 0 for Paraneter2 indicates that reconnect can be
attenpted i medi ately.

3 - target indicates it will drop all the connections of this

sessi on.
The Paraneterl field indicates the CID of the connection going
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to be dropped.

The Paraneter2 field (Tinme2Wait) indicates, in seconds, the
mnimumtinme to wait before attenpting to reconnect.

The Paranmeter3 field (Ti ne2Retain) indicates the maxi mumti ne
to reconnect and/or restart commands after the initial wait
(Ti me2Wait).

If the initiator does not attenpt to reconnect and/or restart
t he outstandi ng commands within the tine specified by
Paraneter3, or if Paranmeter3 is 0, the session is term nat ed.
In this case, the target will termnate all outstanding com
mands in this session; no other responses should be expected
fromthe target for the outstandi ng commands in this session.
A value of O for Paraneter2 indicates that reconnect can be
attenpted i medi ately.

255 - vendor specific i SCSI Event. The AsyncVCode details the

vendor code, and data MAY acconpany the report.

ot her event codes are reserved.

9.2 AsyncVCode

AsyncVCode is a vendor specific detail code that is valid only if the
AsyncEvent field indicates a vendor specific event. Qtherwise, it is
reserved

9.3 Sense Data or i SCSI Event Data

For a SCSI Event, this data acconpani es the report in the data segnent
and identifies the condition.

For an i SCSI Event, additional vendor-uni que data MAY acconpany the
Async event. Initiators MAY ignore the data when not understood while
processing the rest of the PDU
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10. 10 Text Request

The Text Request is provided to allow for the exchange of information
and for future extensions. It permts theinitiator toinforma target
of its capabilities or to request sone special operations.

An initiator MJUST have only one outstandi ng Text Request on a connec-
tion at any given tine.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.|1] Ox04 | F| Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8| Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Target Transfer Tag or Oxffffffff |
e e e e e e e e +
24| CndSN |
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32/ Reserved /
+/ /
e e e e e e e e +
48| Digests if any |
e e e e e e e e +
/ Dat aSegnent (Text) /
+/ /
e e e e e e e e +

10.10.1 F (Final) Bit

When set to 1, indicates that this is the last or only text request
in a sequence of commands; otherwi se, it indicates that nore conmands
will follow
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10.2 Initiator Task Tag

The initiator assigned identifier for this Text Request.

If the command is sent as part of a sequence of text requests and
responses, the Initiator Task Tag MJST be the sane for all the
requests within the sequence (simlar to |inked SCSI conmands).

10.3 Target Transfer Tag

When the Target Transfer Tag is set to the reserved value Oxffffffff,
it tells the target that this is a new request and the target should
reset any internal state associated with the Initiator Task Tag.

The target sets the Target Transfer Tag in a text response to a val ue
ot her than the reserved value Oxffffffff whenever it indicates that it
has nore data to send or nore operations to performthat are associ-
ated wth the specified Initiator Task Tag. It MJUST do so whenever it
sets the F bit to O in the response. By copying the Target Transfer
Tag fromthe response to the next Text Request, the initiator tells
the target to continue the operation for the specific Initiator Task
Tag. The initiator MJST ignore the Target Transfer Tag in the Text
Response when the F bit is set to 1

This mechanismallows the initiator and target to transfer a |large
anount of textual data over a sequence of text-conmmand/text-response
exchanges or to perform extended negotiati on sequences.

Atarget MAY reset its internal state if an exchange is stalled by the
initiator for a long tinme or if it is running out of resources.

Long text responses are handled as in the follow ng exanpl e:

| ->T Text SendTargets=all (F=1, TTT=0xffffffff)
T->I Text <part 1> (F=0, TTT=0x12345678)

| ->T Text <enpty> (F=1, TTT=0x12345678)

T->I Text <part 2> (F=0, TTT=0x12345678)

| ->T Text <enpty> (F=1, TTT=0x12345678)

T-> Text <part n> (F=1, TTT=Oxffffffff)
10.4 Text

The initiator sends the target a set of key=value or key=list pairs
encoded in UTF-8 Unicode. Al the text keys and text val ues specified
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in this docunment are to be presented and interpreted in the case they
appear in this docunent. They are case sensitive. Text keys and val ues
MUST ONLY contain letters (a-z, A-Z), digits (0-9), space (0x20),
point (.), mnus (-), plus (+), and underscore (_). The key and val ue
are separated by a '=" (0x3d) delimter. Every key=val ue pair (includ-
ing the last or only pair) MJST be followed by one null (0x00) delim
iter. Alist is a set of values separated by comma (0x2c). Text

val ues may al so contain colon (:) and brackets ([ and ]).

Character strings are represented as plain text. Binary itens can be
encoded using their decimal representation (with or wthout |eading
zeros) or hexadecimal representation (e.g., 8190 is Ox1lffe). Upper
and | ower case letters may be used interchangeably in hexadeci nal
notation (i.e., OxlaBc, Ox1AbC, 0XlaBc, and Ox1ABC are equi val ent).
Binary itens can al so be encoded using the nore conpact Base64 encod-
ing as specified by [ RFC2045] preceded by the Ob. Key nanes MJUST NOT
exceed 63 bytes.

I f not otherw se specified, the maxi numlength of an individual val ue
(not its encoded representation) is 255 bytes not including the delim
iter (comma or null).

The data |l engths of a text request or response MJUST NOT exceed
MaxRecvPDULengt h (a per connection negoti ated paraneter).

A Key=val ue pair can span Text request or response boundaries (i.e., a
key=val ue pair can start in one PDU and continue on the next).

The target responds by sending its response back to the initiator. The
response text format is simlar to the request text fornmat.

As text for text requests and responses can span several PDUs (e.g.,
if the PDU | ength does not allow the whole text to be contained in a
single PDU), the text response MAY refer to key=val ue pairs presented
in an earlier text request and the text in the request may refer to

earlier responses.

Text operations are usually neant for paraneter setting/negotiations,
but can al so be used to performsone |ong | asting operations.

Text operations that take a long time should be placed in their own
Text request.
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11 Text Response

The Text Response PDU contains the target's responses to the initia-
tor's Text request. The format of the Text field matches that of the
Text request.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0l .].] Ox24 | F| Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnment Lengt h |
e e e e e e e e +
8| Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Target Transfer Tag or Oxffffffff |
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmrdSN |
e e e e e e e e +
36/ Reserved /
+/ /
e e e e e e e e +
48| Digests if any... |
e e e e e e e e +

/ Dat aSegnent (Text) /
+/ /
e e e e e e e e +

11.1 F (Final) Bit

When set to 1, in response to a text request with the Final bit set to
1, the F bit indicates that the target has finished the whol e opera-
tion. Oherwise, if set to O in response to a text request with the
Final Bit set to 1, it indicates that the target has nore work to do
(invites a followon text request). A text response with the F bit
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set to 1l in response to a text request with the F bit set to 0 is a
protocol error.

A text response with the F bit set to 1 MIST NOT contain key=val ue
pairs that may require additional answers fromthe initiator.

A text response with the F bit set to 1 MIST have a Target Transfer
Tag field set to the reserved value of Oxffffffff.

A text response with the F bit set to 0O MIST have a Target Transfer
Tag field set to a value other than the reserved Oxffffffff.

11.2 Initiator Task Tag

The Initiator Task Tag matches the tag used in the initial Text
request .

11.3 Target Transfer Tag

When a target has nore work to do (e.g., cannot transfer all the
remai ning text data in a single Text response or has to continue the
negoti ati on) and has enough resources to proceed, it MJST set the Tar-
get Transfer Tag to a value other than the reserved val ue of
Oxffffffff.

The initiator MIST copy this Target Transfer Tag in its next request
to indicate that it wants the rest of the data.

If the target receives a Text Request with the Target Transfer Tag set
to the reserved value of Oxffffffff, it discards its internal infornma-
tion (resets state) associated with the given Initiator Task Tag.

When a target cannot finish the operation in a single text response,
and does not have enough resources to continue it rejects the Text
request with the appropriate Reject code. A target may reset its
internal state associated with an Initiator Task Tag, state expressed
t hrough the Target Transfer Tag if the initiator fails to continue the
exchange for sonme tinme. The target may rej ect subsequent Text requests
with the Target Transfer Tag set to the "stale" val ue.

11.4 Text Response Data

The Text Response Data Segnent contains responses in the sane
key=val ue format as the Text request and with the sanme | ength and cod-
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ing constraints. Chapter 11 and Chapter 12 |list sone basic Text
key=val ue pairs, some of which can be used in Login Request/Response
and sonme in Text Request/Response.

As text for text requests and responses can span several PDUs (e.g.,
if the PDU | ength does not allow the whole text to be contained in a
single PDU) the text response MAY refer to key=val ue pairs presented
in an earlier text request.

Al though the initiator is the requesting party and controls the
request-response initiation and term nation, the target can offer
key=val ue pairs of its own as part of a sequence and not only in
response to the initiator.
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12 Logi n Request

After establishing a TCP connection between an initiator and a target,
the initiator MIST start a Login phase to gain further access to the
target's resources.

The Logi n Phase (see Chapter 4) consists of a sequence of Login
requests and responses that carry the sanme Initiator Task Tag.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0l.].] Ox03 | T| X 0 0] CSE NSGE Ver si on- max | Version-mn |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8] 1SID I
+ e e e e +
12| | TSI D |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| AD | Reserved |
e e e e e e e e +
24| CndSN |
e e e e e e e e +
28| ExpStatSN or Reserved |
e e e e e e e e +
32| Reserved |
e e e e e e e e +
36| Reserved |
e e e e e e e e +
40/ Reserved /
+/ /
e e e e e e e e +
48/ Dat aSegnment - Login Paraneters in Text request Format /
+/ /
e e e e e e e e +

12.1 T (Transit) Bit

If set to 1, indicates that the initiator is ready to transit to the
next stage.
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If the T bit is set to 1 and NSG is Full Feat urePhase, then this al so
indicates that the initiator is ready for the Final Login Response
(see Chapter 4).

| f the response class is O the target MAY answer with a Logi n response
with the T bit set to 1 ONLY if the T bit is set to 1 in the request.

| f the response class is not O the T bit value MJUST be ignored by the
initiator.

12.2 X - Restart Connecti on

If this bit is set to 1, then this conmand is an attenpt to reinstate
a failed connection or a failed session.

The TSI D MUST be non-zero if the X bit is 1. C D does not change and
this command perfornms first the | ogout function of the old connection
if an explicit |ogout was not performed earlier. In sessions with a
single connection, this may inply the opening of a second connection
wi th the sol e purpose of cleaning up the first. Targets shoul d support
openi ng a second connecti on even when they do not support nultiple
connections in full feature phase.

If TSIDis O then the X bit MJST be 0.

The X bit MAY be set to 1 ONLY on the first request of the Login
phase.

| f the operational ErrorRecoverylLevel is 2, connection reinstatenent
is a conplete connection recovery, which enables future task reas-
signment. |If the operational ErrorRecoverylLevel is |less than 2, con-
nection reinstatenent refers to the replacenent of the old CI D w thout
enabl i ng task reassignnment.

12.3 CSG and NSG

Through these fields, Current Stage (CSG and Next Stage (NSG, the
Logi n negotiati on commands and responses are associated with a spe-
cific stage in the session (SecurityNegotiation, Logi nOperational Ne-
goti ation, Full FeaturePhase) and may indicate the next stage they
want to nove to (see Chapter 4).

The next stage value is valid only when the T bit is 1; otherw se, it
IS reserved.
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The stage codes are:

0 - SecurityNegotiation
- 1 - Logi nOperational Negoti ati on
- 3 - Full Feat urePhase

12. 4 Ver si on- nax

Maxi mum Ver si on nunber supported.

Al'l Login requests wthin the Login phase MJST carry the sanme Versi on-
max.

The target MJST use the value presented with the first |ogin request.

12.5 Version-nn

M ni mum Ver si on supported. The version nunber of the current draft is
0x3.

Al'l Login requests wthin the Login phase MJST carry the sanme Versi on-
mn. The target MJST use the value presented with the first login
request .

12.6 1SID

This is an initiator-defined conponent of the session identifier
(SSID). The ISIDis structured as follows. See [ NDT] and Section 9.1.1
Conservative Reuse of ISIDs for details.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76 543210765432107654321076543210|
e e e e e e e e +
0| Type | Nam ng Authority |
e e e e e e e e +
4] Qualifier |
e e e e +

The Type field identifies the format of the Nam ng Authority field and
t akes on three defined values with all other possible val ues reserved
as indicated bell ow
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Type nam ng authority format
0x00 | EEE QU

0x01 | ANA Enterprise Nunmber (EN)
0x02 "Randont

0x03- OxFF Reserved

The Nam ng Authority field identifies the vendor or organization
whose conmponent (SWor HW generates this ISID. A vendor or organiza-
tion with one or nore QU's, and/or one or nore Enterprise Nunbers,
MUST use at |east one of these nunbers and sel ect the appropriate
value for the Type field when its conponents generate |ISIDs. An QU
or EN MUST be set in the Nam ng Authority field in network byte order
( Bi gEndi an).

If the Type field is 02h, the Nam ng Authority field SHOULD be set to
a randomor pseudo-random 24bit unsi gned i nteger val ue in network byte
order (BigEndian). See [NDT] for how this affects the principle of
"conservative reuse".

The Qualifier fieldis a 16 bit unsigned i nteger val ue that provides a
range of possible values for the I1SIDwthin the Type and Nam ng

Aut hority namespace. It may be set to any value, within the con-
straints specified in the i SCSI protocol (see Section 2.4.3 Conse-
quences of the Mddel and Section 9.1.1 Conservative Reuse of |SIDs).

12.7 TSID

The TSID is the target assigned conponent of the session identifier
(SSID). Together with the ISID, provided by the initiator, TSID
uni quely identifies the session fromthat specific target with that
initiator.

On a Login request, a TSID value of 0 indicates a request to open a
new sessi on.

A non-zero TSID indicates a request to add a connection to an existing
sessi on.

12.8 Connection ID - C D

A unique ID for this connection within the session.

Al'l Login requests within the Login phase MIST carry the sane CID.
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The target MJST use the value presented with the first |ogin request.

12.9 CmdSN

CmdSN is either the initial command sequence nunber of a session (for
the first Login request of a session - the "leading" login) or the
command sequence nunber in the command stream (e.g., if the | eading
login carries the CdSN 123 all other Login requests carry the CndSN
123 and the first non-imedi ate conmand al so carries the CdSN 123).

The target MJST use the value presented with the first |ogin request.

12.10 ExpStat SN

This is ExpStat SN for the ol d connecti on.

This field is valid only if the Login request restarts a connection
(i.e., Xbit is 1 and TSIDis not zero).

12.11 Login Paraneters

The initiator MAY provi de sonme basic paraneters in order to enable the
target to determne if the initiator may use the target's resources
and the initial text paraneters for the security exchange.

Al'l the rules specified in Section 10.10.4 Text for text requests/
responses al so hold for |ogin requests/responses. Keys and their
expl anations are listed in Chapter 11 (security negotiation keys) and
Chapter 12 (operational paraneter negotiation keys). Al keys in
Chapter 12, except for the X- extension format, MJST be supported by
i SCSI initiators and targets. Keys in Chapter 12, only need to be sup-
ported when the function to which they refer is mandatory to inple-
ment .
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13 Logi n Response

The Logi n Response indicates the progress and/or end of the login
phase.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol .|.|] Ox23 | TTO O 0] CSE@ NSGE Ver si on- max | Version-active|
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8] 1SID I
+ e e e e +
12| | TSI D |
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Reserved I
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmrdSN |
e e e e e e e e +
36| Status-Class | Status-Detail | Reserved |
e e e e e e e e +
40/ Reserved /
+/ /
e e e e e e e e +
48/ Dat aSegnment - Login Paraneters in Text request Format /
+/ /
e e e e e e e e +

13.1 Versi on-nax

This is the highest version nunber supported by the target.

Al'l Login responses within the Login phase MIST carry the sanme Ver-
Si on- max.
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The initiator MIST use the val ue presented as a response to the first
| ogi n request.

13.2 Version-active

| ndi cates the hi ghest version supported by the target and initiator.
| f the target does not support a version within the range specified by
the initiator, the target rejects the login and this field indicates
the | owest version supported by the target.

Al'l Login responses within the Login phase MIST carry the sanme Ver-
sion-acti ve.

The initiator MIST use the value presented as a response to the first
| ogi n request.

13.3 TSID

The TSID is the target assigned conponent of the session identifier
(SSID). TSIDand the I SID provided by the initiator uniquely identify
the session wth that initiator. TSID MJST be valid only in the final
response.

13.4 St at SN

For the first Login Response (the response to the first Login
Request), this is the starting status Sequence Nunmber for the connec-
tion. The next response of any kind, including the next |ogin
response, if any, in the sane | ogin phase, will carry this nunber + 1.
This field is valid only if the Status Cass is O.

13.5 Status-C ass and St at us- Det ai

The Status returned in a Logi n Response indi cates the execution status
of the login phase. The status includes:

St at us- C ass
St at us- Det ai |

0 Status-d ass i ndi cates success.

A non-zero Status-C ass indicates an exception. In this case, Status-
Class is sufficient for a sinple initiator to use when handling
errors, without having to I ook at the Status-Detail. The Status-
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Detail allows finer-grained error recovery for nore sophisticated
as well as better information for error |ogging.

initiators,

The status classes are as foll ows:

O - Success - indicates that the i SCSI target successfully

recei ved, understood, and accepted the request. The nunbering
fields (Stat SN, ExpCndSN, MaxCndSN) are valid only if Status-
Class is O.

- Redirection - indicates that the initiator nust take further
action to conplete the request. This is usually due to the
target noving to a different address. Al of the redirection
status cl ass responses MJST return one or nore text key param
eters of the type "Target Address”, which indicates the tar-
get's new address.

- Initiator Error (not a format error) - indicates that the
initiator nost likely caused the error. This MAY be due to a
request for a resource for which the initiator does not have
perm ssion. The request should not be tried again.

3 - Target Error -
the initiator's login request, but is currently incapable of
fulfilling the request. The client may re-try the sanme |ogin

request

| ater.

indicates that the target sees no errors in

The tabl e bel ow shows all of the currently allocated status codes.
The codes are in hexadecimal; the first byte is the status class and
the second byte is the status detail.

St at us | Code | Description
| Chex) |
Success | 0000 | Login is proceeding OK (*1).
Target Moved | 0101 | The requested i SCSI Target Nanme (I TN)
Tenporarily | | has tenporarily noved
| | to the address provided.
Target Moved | 0102 | The requested I TN has permanently noved
Per manent | y | | to the address provided.
Initiator | 0200 | M scellaneous i SCSI initiator
Error | | errors.
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Aut hentication| 0201 | The initiator could not be

Fai l ure | | successfully authenticated.

Aut hori zation | 0202 | The initiator is not allowed access

Fai l ure | | to the given target.

Not Found | 0203 | The requested I TN does not
| | exist at this address.

Target Renoved| 0204 | The requested |I TN has been renoved and
| | no forwardi ng address i s provided.

Unsupport ed | 0205 | The requested i SCSI version range is
Ver si on | | not supported by the target.
Too many | 0206 | No nore connections are accepted on this SID

connections | |

M ssi ng | 0207 | Mssing paraneters (e.g., 1SCS

par anet er | | I'nitiator and/or Target Nane).

Can't include | 0208 | Target does not support session

in session | | spanning to this connection (address)

Session type | 0209 | Target does not support this type of

Not supported | | of session or not fromthis Initiator.
Target Error | 0300 | Target hardware or software error
Service | 0301 | The i SCSI service or target is not
Unavai | abl e | | currently operational

Qut of | 0302 | The target has insufficient session
Resour ces | | connection, or other resources.

(*1)If the response T bit is 1 and the NSGis Ful | FeaturePhase in both
t he request and the response the | ogin phase is finished and the ini-
tiator may proceed to i ssue SCSI comands.

If the Status Class is not O, the initiator and target MJST cl ose the
TCP connecti on.
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If the target wishes to reject the login request for nore than one
reason, it should return the primary reason for the rejection.

13.6 T (Transit) bit

The T bit is set to 1 as an indicator of the end of the stage. If the
T bit is set to 1 and NSG is Full FeaturePhase, then this is also the
Fi nal Logi n Response (see Chapter 4). AT bit of O indicates a "par-
tial" response, which nmeans "nore negotiati on needed".

A login response with a T bit set to 1 MJST NOT contai n key=val ue
pairs that may require additional answers fromthe initiator within
t he sane stage.

If the status class is O, the T bit MJST NOT be set to 1 if the T bit
in the request was set to O.

If the status class is not O the T bit value MJST be set to 1 by the
target and ignored by the initiator.

Julian Satran Expi res August 2002 154



i SCSI 20- January- 02

10. 14 Logout Request

The Logout request is used to performa controlled closing of a con-
necti on.

An initiator MAY use a | ogout conmand to renpbve a connection froma
session or to close an entire session.

After sending the Logout PDU, an initiator MJUST NOT send any new i SCSI

commands on the cl osing connection. If the Logout is intended to cl ose
t he session, new i SCSI comrmands MJUST NOT be sent on any of the connec-
tions participating in the session.

When receiving a Logout request with the reason code of "close the
connection" or "close the session", the target MJST abort all pending
commands, whet her acknow edged or not, on that connection or session
respectively. \Wen receiving a Logout request with the reason code
"renove connection for recovery", the target MJST discard al
requests not yet acknow edged that were issued on the specified con-
nection and suspend all data/status/R2T transfers on behal f of pend-
i ng conmands on the specified connection. The target then issues the
Logout response and hal f-cl oses the TCP connection (sends FIN). After
receiving the Logout response and attenpting to receive the FIN (if
still possible), the initiator MIUST conpletely close the | oggi ng-out
connection. For the aborted commands, no additional responses should
be expect ed.

A Logout for a CID may be performed on a different transport connec-
tion when the TCP connection for the CD has al ready been term nat ed.
In such a case, only a logical "closing" of the i SCSI connection for
the CIDis inplied wth a Logout.

Al'l commands that were not aborted or not conpleted (wth status) and
acknow edged when the connection is closed conpletely can be reas-
signed to a new connection if the target supports connection recovery.

If aninitiator intends to start recovery for a failing connection, it
MUST use either the Logout command to "clean-up"” the target end of a
failing connection and enable recovery to start, or use the restart
option of the Login conmand for the sane effect. |In sessions with a
singl e connection, this may inply the opening of a second connection
with the sole purpose of cleaning-up the first. In this case, the
restart option of the Login should be used.
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Sendi ng a | ogout request with the reason code of "close the connec-
tion" or "renove the connection for recovery” may result in the dis-
cardi ng of sone unacknow edged commands. Those hol es in conmmand
sequence nunbers will have to be handl ed by appropriate recovery (see
Chapter 7) unless the session is also closed.

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76 54321076543210/76543210/76543210|
e e e e e e e e +
Ol .|1] Ox06 | 1| Reserved |
e e e e e e e e +
4| Reserved |
e e e e e e e e +
8| Reserved |
e e e e e e e e +
12| Reserved I
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| CI D or Reserved | Reserved | Reason Code |
e e e e e e e e +
24| CmdSN |
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32/ Reserved /
+/ /
e e e e e e e e +
48| Digest (if any) |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +
14.1 dAD

This is the connection ID of the connection to be closed (including
closing the TCP strean). This field is valid only if the reason code
is not "close the session".

14.2 ExpStat SN

This is the last ExpStat SN value for the connection to be cl osed.
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10.14.3 Reason Code

| ndi cates the reason for Logout:

O - closes the session. All comrands associ ated with the session
(if any) are aborted.

1 - closes the connection. Al conmands associ ated with connec-
tion (if any) are aborted.

2 - renoves the connection for recovery. Connection is closed

and all commands associated with it, if any, are to be pre-
pared for a new all egi ance.
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15 Logout Response

The | ogout response is used by the target to indicate if the cleanup
operation for the connection(s) has conpl et ed.

After Logout, the TCP connection referred by the Cl D MIST be cl osed at
both ends (or all connections nust be closed if the | ogout reason was
session cl ose).

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.|.|] Ox26 | 1| Reserved | Response | Reserved |
e e e e e e e e +
4/ Reserved /
+/ /
e e e e e e e e +
16| Initiator Task Tag |
e e e e e e e e +
20| Reserved I
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmrdSN |
e e e e e e e e +
36| Reserved |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +
40| Ti me2Wai t | Tinme2Retain |
e e e e e e e e +
44| Reserved |
e e e e e e e e +
48| Digest (if any) |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

15.1 Response

Logout response:

0 - connection or session closed successfully.

1 - CID not found.
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2 - connection recovery not supported (if Logout reason code was
recovery and target does not support it- as indicated by the
Error RecoverylLevel .

3 - cleanup failed for various reasons.

15.2 Time2Wait

The m ni numanmount of tinme, in seconds, to wait before Login to add or
reinstate a new connection to this session on this target. |If
Time2Wait is 0 a new Login nmay be attenpted i nmedi ately.

15.3 Tine2Retain

| f ErrorRecoveryLevel is less than 2, the maxi mumtine, in seconds,
that the target waits for a connection reinstatenent Login, after the
initial wait (Tinme2Wait), after which the connection state is dis-
carded. If it is the last connection of a session, the whole session
state is discarded after Tine2Retain. |f ErrorRecoverylLevel is 2,
this is the maximumtinme, in seconds, after the initial wait
(Time2Wait), the target waits for the all egi ance reassi gnnment for any
active task after which the task state is discarded.

If Tinme2Retain is O the connection (or session state) is discarded by
t he target.
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10. 16 SNACK Request

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76 54321076543210/76543210/76543210|
e e e e e e e e +
Ol.|.|] Ox10 | 1| Rsrvd| Type | Reserved |
e e e e e e e e +
4/ Reserved /
+/ /
e e e e e e e e +
16| Initiator Task Tag or Oxffffffff |
e e e e e e e e +
20| BegRun |
e e e e e e e e +
24| RunLength I
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32/ Reserved /
+/ /
e e e e e e e e +
48| Digest (if any) |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

Support for SNACK is optional.

The SNACK request is used to request the retransm ssion of nunbered-

responses, data, or R2T PDUs fromthe target. The SNACK request indi-
cates the m ssed nunbered-response or data "run" to the target, where
the run starts with the first m ssed Stat SN, DataSN, or R2TSN and

i ndi cates al so the nunber of m ssed Status, Data, or R2T PDUs (0 has

t he special nmeaning of "all after the initial").

The nunber ed-response(s) or R2T(s), requested by a SNACK, MJIST be
delivered as exact replicas of the ones the initiator m ssed and MJST
include all its flags. However, the fields ExpCrdSN, MaxCndSN and Exp-
Dat aSN MUST carry the current val ues.

The nunbered Data-1n PDUs, requested by a SNACK with a RunLength dif-
ferent fromO0, have to be delivered as exact replicas of the ones the
initiator mssed and MJST include all its flags. However, the fields
ExpCrdSN and MaxCndSN MUST carry the current values. Data-In PDUs
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requested with RunLength O (neaning all PDUs after this nunber) may be
different fromthe ones originally sent, in order to reflect changes
i n MaxRecvPDULengt h.

Any SNACK t hat requests a nunbered-response, Data, or R2T that was not
sent by the target MUST be rejected with a reason code of "Protocol
error”.

16.1 Type

This field encodes the SNACK function as foll ows:

0- Dat a/ R2T SNACK - requesting retransm ssion of a Data-In or R2T
PDU.

1- Status SNACK - requesting retransm ssion of a nunbered
response.

2-Dat aACK - positively acknow edges Data-1n PDUs.

Al'l other values are reserved.

Dat a/ R2T SNACK for a command MJUST precede status acknow edgement for
t he gi ven conmand.

For a Data/R2T SNACK, the Initiator Task Tag MJST be set to the Initi-
ator Task Tag of the referenced Command. Ot herwise, it is reserved.

An i SCSI target that does not support recovery within connection MAY
di scard the status SNACK. If the target supports recovery wthin con-
nection, it MAY discard the SNACK after which it MJST issue an Asyn-
chronous Message PDU with an i SCSI event that indicates "Request
Logout " .

If an initiator operates at ErrorRecoveryLevel 1 or higher, it MJST

i ssue a SNACK of type DataACK after receiving a Data-1n PDUw th the A
bit set to 1. However, if the initiator has detected holes in the

i nput sequence, it MJST postpone issuing the SNACK of type DataACK
until the holes are filled. An initiator MAY ignore the A bit if it
deens that the bit is being set aggressively by the target (i.e.,
before the MaxBurstSize Iimt is reached).

The DataACK is used to free resources at the target and not to request
or inply data retransm ssion.
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16.2 BegRun

The first m ssed DataSN, R2TSN, or Stat SN or the next expected DataSN
for a DataACK type SNACK request.

16.3 RunLength

The nunber of sequential m ssed DataSN, R2TSN or Stat SN. RunLength of
"0" signals that all Data-1n, R2T or Response PDUs carrying the num
bers equal to or greater to BegRun have to be resent.

The first data SNACK, issued after initiator’s MaxRecvPDULength
decreased, for a command i ssued on the sanme connection before the
change in MaxRecvPDULength, MJUST use RunLength "0" to request
retransm ssion of any nunber of PDUs (including one). The nunber of
retransmtted PDUs in this case, may or may not be the sane as the
original transm ssion, depending on whether |oss was before or after
t he MaxRecvPDULengt h was changed at the target.
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Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
0| .].] Ox3f | 1| Reserved | Reason | Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8/ Reserved /
+/ /
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmdSN |
e e e e e e e e +
36| DataSN or Reserved |
e e e e e e e e +
40| Reserved |
e e e e e e e e +
44| Reserved |
e e e e e e e e +
48| Digest (if any) |
e e e e e e e e +
xx/ Conpl ete Header of Bad PDU /
+/ /
e e e e e e e e +
yy/ Vendor specific data (if any) /
/ /
e e e e e e e e +
zz
Reject is used to indicate an i SCSI error condition (protocol, unsup-
ported option etc.).
10.17.1 Reason
The reject Reason is coded as foll ows:
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S R o m m e e e e e e e e e e e e e e e e e e e e e m o U +
| Code | Expl anation | Can the original

| (hex)| | PDU be re-sent? |
S R o m m e e e e e e e e e e e e e e e e e e e e e m o U +
| Ox01 | Full Feature Phase Command before login | no |
I I I I
| Ox02 | Data (payload) D gest Error | yes (Note 1)

I I I I
| Ox03 | Data- SNACK Rej ect | yes |
I I I I
| Ox04 | Protocol Error (e.g., SNACK request for | no |
| | a status that was al ready acknow edged | |
I I I I
| O0x05 | Command not supported in this session | no |
I | type I I
I I I I
| Ox06 | Inmmedi ate Command Reject - too many | yes |
| | i medi ate commands | |
I I I I
| Ox07 | Task in progress | no |
I I I I
| Ox08 | Invalid Data ACK | no |

I I I I
| 0x09 | Invalid PDU field | no (Note 2) |
I I I I
| OxOa | Long Operation Reject - Can't generate | yes |
| | Target Transfer Tag - out of resources | |
I I I I
| OxOb | Negotiation Reset | no |
I I I I
| OxOc | Waiting for Logout | no |
S R o m m e e e e e e e e e e e e e e e e e e e e e m o U +

Note 1: For i SCSI Data-CQut PDU retransm ssion is done only if the tar-
get requests retransm ssion wth a recovery R2T. However, if this is
the data digest error on imediate data, the initiator may choose to
retransmt the whole PDU including the i medi ate dat a.

Note 2: A target should use this reason code for all invalid val ues of
PDU fields that are neant to describe a task or a data transfer. Sone
exanples are invalid TTT/ITT, buffer offset, LUN qualifying a TTT.

Al'l other values for Reason are reserved.
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In all the cases in which a pre-instantiated SCSI task is term nated
because of the reject, the target nust issue a proper SCSI conmand
response with CHECK CONDI TI ON as described in Section 10.4.3
Response. In those cases in which a status for the SCSI task was

al ready sent before the reject no additional status is required. If
the error is detected while data fromthe initiator is still expected
(the command PDU did not contain all the data and the target has not
received a Data-out PDUwith the Final bit 1), the target MJST wait
until it receives the Data-out PDUwith the F bit set to 1 before
sendi ng t he Response PDU

For additional usage semantics of Reject PDU, see Section 7.2 Usage O
Rej ect PDU in Recovery.

17.2 DataSN

This field is valid only if the Reason code is "Protocol error" and
t he SNACK was a Data/ R2T SNACK. The DataSN R2TSN is the last valid
sequence nunber that the target sent for the task.

17.3 Conpl ete Header of Bad PDU

The target returns the header (not including digest) of the PDU in
error as the data of the response.
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10. 18 NOP-Cut

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.|1] OxO00 | 1| Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8/ LUN or Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag or Oxffffffff |
e e e e e e e e +
20| Target Transfer Tag or Oxffffffff |
e e e e e e e e +
24| CndSN |
e e e e e e e e +
28| ExpStat SN I
e e e e e e e e +
32/ Reserved /
+/ /
e e e e e e e e +
48| Digests if any... |
e e e e e e e e +
/| Dat aSegnment - Ping Data (optional) /
+/ /
e e e e e e e e +

A NOP-Qut may be used by an initiator as a "ping command"” to verify
that a connection/sessionis still active and all its conponents are
operational. The NOP-In response is the "ping echo".

A NOP-Qut is also sent by an initiator in response to a NOP-In.

A NOP-Qut may al so be used to confirma changed ExpStat SN i f anot her
PDU w Il not be available for a long tine.

When used as a ping command, the Initiator Task Tag MJUST be set to a
valid value (not the reserved Oxffffffff).
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Upon receipt of a NOP-In with the Target Transfer Tag set to a valid
val ue (not the reserved Oxffffffff), the initiator MJST respond with a
NOP-CQut. In this case, the NOP-Qut Target Transfer Tag MJST contain a
copy of the NOP-In Target Transfer Tag.

When a target receives the NOP-Qut with a valid Initiator Task Tag, it
MUST respond with a Nop-In Response (see NOP-In).

18.1 Initiator Task Tag

An initiator assigned identifier for the operation.

The NOP- Qut nust have the Initiator Task Tag set to a valid value only
if a response in the formof NOP-In is requested.

If the Initiator Task Tag contains Oxffffffff, the CnmdSN field con-
tains the next CndSN. However, CnmdSN i s not advanced and the | bit
must be set to 1.

18.2 Target Transfer Tag

A target assigned identifier for the operation.

The NOP- Qut MJST have the Target Transfer Tag set only if it is issued
in response to a NOP-In with a valid Target Transfer Tag. In this
case, it copies the Target Transfer Tag fromthe NOP-In PDU

When the Target Transfer Tag is set, the LUNfield MJST al so be copi ed
fromthe NOP-InN.

18.3 Ping Data

Ping data is reflected in the NOP-I1n Response. The length of the
reflected data is Iimted to MaxRecvPDULength. The | ength of ping data
is indicated by the Data Segnent Length. O is a valid value for the
Dat a Segment Length and indicates the absence of ping data.
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10.19 NOP-In

Byte / 0 | 1 | 2 | 3 |
/ I I I I
|76543210765432107654321076543210|
e e e e e e e e +
Ol.|.|] Ox20 | 1| Reserved |
e e e e e e e e +
4| Reserved | Dat aSegnent Lengt h |
e e e e e e e e +
8/ LUN or Reserved |
+ +
12| |
e e e e e e e e +
16| Initiator Task Tag or Oxffffffff |
e e e e e e e e +
20| Target Transfer Tag or Oxffffffff |
e e e e e e e e +
24| Stat SN I
e e e e e e e e +
28| ExpCmrdSN |
e e e e e e e e +
32| MaxCmdSN |
e e e e e e e e +
36/ Reserved /
+/ /
e e e e e e e e +
48| Digests if any... |
e e e e e e e e +
/| Dat aSegnment - Return Ping Data /
+/ /
e e e e e e e e +

NOP-1n is either sent by a target as a response to a NOP-Qut, as a
"ping" to an initiator or as a neans to carry a changed ExpCndSN and/
or MaxCmdSN i f another PDU will not be available for a long tine (as
determ ned by the target).

When a target receives the NOP-Qut wth a valid Initiator Task Tag
(not the reserved value Oxffffffff), it MJUST respond wth a NOP-In
with the same Initiator Task Tag that was provided in the NOP-Qut Com
mand. It MJUST al so duplicate up to the first MaxRecvPDULengt h bytes of
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the initiator provided Ping Data. For such a response, the Target
Transfer Tag MUST be Oxffffffff.

When a target send a NOP-1n as a "ping"” (the Initiator Task Tag is
Oxffffffff) it MJUST NOT send any data in the data segnent (DataSeg-
ment Lengt h MJUST be 0).

19.1 Target Transfer Tag

A target assigned identifier for the operation.

If the target is responding to a NOP-Qut, this is set to the reserved
val ue Oxffffffff.

If the target is sending a NOP-1n as a Ping (intending to receive a
corresponding NOP-Qut), this field is set to a valid value (not the
reserved Oxffffffff).

If the target is initiating a NOP-In w thout wanting to receive a cor-
respondi ng NOP-CQut, this field MUST hold the reserved val ue of
Oxffffffff.

Whenever the NOP-In is sent as a "ping” to an initiator (not as a
response to a NOP-Qut), the StatSNfield will contain the next Stat SN
However, StatSN for this connection is not advanced.

19.2 LUN

A LUN MJIST be set to a correct value when the Target Transfer Tag is
valid (not the reserved value Oxffffffff).
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i SCSI Security Keys and Val ues

The follow ng keys can only be used during the SecurityNegotiatian
stage of the Login Phase.

Al'l security keys have connection-w de applicability.

1 Aut hMet hod
Senders: Initiator and Target
Aut hMet hod = <l i st-of-options>

The main itemof security negotiation is the authentication nethod
(Aut hMet hod) .

The aut hentication nethods that can be used (appear in the |ist-of-
options) are either those listed in the follow ng table or are vendor-
uni que net hods:

o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e emema +
| Name | Description I
s T kerberes ve T )
ot S e publ e key G5 Am weohamiom )
Coman T S ot e bt o key s AP weenamom T )
o e remte pasenord T \
Came T Gl enge Handshake At hent sation Protosel |
Crone T aihent eation T \
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e emema +

KRB5 is defined in [ RFC1510].
SPKML and SPKM2 are defined in [ RFC2025] .
SRP is defined in [ RFC2945] and CHAP is defined in [ RFC1994].

The Aut hMet hod selection is foll owed by an "aut henticati on exchange”
specific to the authentication nethod sel ected.
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The aut hentication exchange authenticates the initiator to the tar-
get, and optionally, the target to the initiator. Authentication is
not mandatory to use but nust be supported by the target and initia-
tor.

The initiator and target MJST inpl enment SRP

2 Kerberos

For KRB5 (Kerberos V5) [RFC1510], the initiator MJST use:

KRB _AP_REQ=<KRB AP REQ>
where KRB_AP REQ is the client nessage as defined in [ RFC1510].
If the initiator authentication fails, the target MJUST answer with a
Login reject wth "Authentication Failure" status. Oherwise, if the
initiator has selected the nutual authentication option (by setting
MUTUAL- REQUI RED in the ap-options field of the KRB_AP_REQ, the tar-
get MUST reply with

KRB _AP_REP=<KRB AP REP>

where KRB_AP_REP is the server's response nessage as defined in
[ RFC1510] .

I f mutual authentication was sel ected and target authentication
fails, the initiator MUST cl ose the connecti on.

KRB_AP_REQ and KRB_AP_REP are |large binary itens and their binary
I ength (not the Il ength of the character string that represents themin
encoded form MJST not exceed 65536 bytes.

3 Sinple Public-Key Mechani sm ( SPKM

For SPKML and SPKM2 [ RFC2025], the initiator MJST use:
SPKM REQ=<SPKM REQ>
where SPKMREQ is the first initiator token as defined in [ RFC2025].

[ RFC2025] defines situations where each side may send an error token
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that may cause the peer to re-generate and resend its | ast token. This
schene is followed in i SCSI, and the error token syntax is:

SPKM_ERROR=<SPKM ERROR>

However, SPKM DEL tokens that are defined by [ RFC2025] for fatal
errors will not be used by i SCSI. If the target needs to send a SPKM
DEL t oken(by[ RFC2025], it will, instead, send a Login "login reject"
message with the "Authentication Failure" status and term nate the
connection. If the initiator needs to send a SPKM DEL token, it wll
cl ose the connection.

In the foll ow ng sections, we assune that no SPKM ERROR tokens are
required.

If the initiator authentication fails, the target MJUST return an
error. OGherwise, if the AuthMethod is SPKML or if the initiator has
sel ected the nutual authentication option (by setting nutual -state
bit inthe options field of the REQ TOKEN i n the SPKM REQ), the target
MUST reply with:

SPKM REP_TI =<SPKM REP- Tl >
where SPKM REP-TI is the target token as defined in [ RFC2025].
| f mutual authentication was sel ected and target authentication
fails, the initiator MJST cl ose the connection. Gtherwise, if the
Aut hMet hod is SPKML, the initiator MJST continue wth:

SPKM REP | T=<SPKM REP- | T>
where SPKMREP-I1T is the second initiator token as defined in
[ RFC2025]. If the initiator authentication fails, the target MJST
answer with a Login reject with "Authentication Failure" status.
Al'l the SPKM* tokens are large binary itenms and their binary length
(not the length of the character string that represents themin

encoded form MJST not exceed 65536 bytes.

4 Secure Renote Password (SRP)

For SRP [ RFC2945], the initiator MJST use:
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SRP_U=<user > Tar get Aut h=yes /* or Target Aut h=no */

The target MJUST answer with a Login reject with the "Authorization
Failure" status or reply wth:

SRP_N=<N> SRP_g=<g> SRP_s=<s>
The initiator MJUST either close the connection or continue wth:
SRP_A=<A>

The target MJUST answer with a Login reject with the "Authentication
Failure" status or reply wth:

SRP_B=<B>
The initiator MJUST cl ose the connection or conti nue wth:
SRP_Me<M>

If the initiator authentication fails, the target MJUST answer with a
Login reject wth "Authentication Failure" status. O herwise, if the
initiator sent Target Auth=yes in the first message (requiring target
aut hentication), the target MJUST reply wth:

SRP_ HVE<H(A | M| K)>

If the target authentication fails, the initiator MJST cl ose the con-
necti on.

Were U N g, s, A B M and HA | M| K) are defined in [ RFC2945]
(using the SHAL hash function, i.e., SRP-SHAl), Uis a text string,
N,g,s,AB M and HA | M| K) are binary itens, and their binary

I ength (not the Il ength of the character string that represents themin
encoded form MJST not exceed 1024 bytes. Further restrictions on
allowed N, g values are specified in Section 8.2 In-band Initiator-
Target Aut henti cati on.

5 Chal | enge Handshake Authentication Protocol (CHAP)
For CHAP [ RFC1994], the initiator MJST use:
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CHAP A=<Al, A2...>
Were Al, A2... are proposed algorithns, in order of preference.

The target MJUST answer with a Login reject with the "Authentication
Failure" status or reply wth:

CHAP_A=<A> CHAP_| =<| > CHAP_C=<C>
Were Ais one of Al,A2... that were proposed by the initiator.
The initiator MJST continue wth:

CHAP_N=<N> CHAP_R=<R>
or, if it requires target authentication, wth:

CHAP_N=<N> CHAP_R=<R> CHAP_| =<| > CHAP_C=<C>
If the initiator authentication fails, the target MJUST answer with a
Login reject with "Authentication Failure" status. O herwise, if the
initiator required target authentication, the target MUST reply with

CHAP_N=<N> CHAP_R=<R>

|f target authentication fails, the initiator MJUST cl ose the connec-
tion.

Were N, (A Al,A2), I, C and R are (correspondi ngly) the Name, Al go-
rithm ldentifier, Challenge, and Response as defined in [ RFC1994], N
is atext string, A Al,A2, and | are nunbers, and C and R are binary
itens and their binary length (not the length of the character string
that represents themin encoded form MJST not exceed 1024 bytes.

For the Algorithm as stated in [RFC1994], one value is required
to be inpl enented:

5 (CHAP wi th ND5)

To guarantee interoperability, initiators SHOULD al ways offer it as
one of the proposed al gorithns.
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Logi n/ Text Operational Keys

The I'SID and TSID collectively formthe SSID (session id). A TSID of
zero indicates a | eading connecti on. Sone session specific paraneters
MUST only be carried on the | eading connection and cannot be changed
after the | eading connection login (e.g., MaxConnections, the maxi mum
nunber of connections). This holds for a single connection session
with regard to connection restart. The keys that fall into this cate-
gory have the use LO (Leading Only).

Keys that can be used only during login have the use 1O (initialize
only) while those that can be used in both the |ogin phase and ful
feature phase have the use ALL.

Keys that can only be used during full feature phase use FFPO (ful
feature phase only).

Keys marked as "declarative" may appear also in the SecurityNegoti a-
tion stage while all other keys described in this chapter are opera-
tional keys.

Key scope is indicated as session-wide (SW or connection-only (CO.

1 Header D gest and Dat aDi gest

Use: 10
Senders: Initiator and Target
Scope: CO

Header Di gest = <list-of-options>
Dat aDi gest = <l i st-of-options>

Di gests enabl e the checking of end-to-end non-cryptographic data
integrity beyond the integrity checks provided by the link | ayers and
the covering of the whol e communi cation path including all elenents
t hat may change the network | evel PDUs such as routers, swtches, and
pr oxi es.

The following table lists cyclic integrity checksuns that can be nego-
tiated for the digests and that MJUST be inplenented by every i SCS
initiator and target. These digest options only have error detection
signi ficance.
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S +
| Name | Description | Generator

S +
| CRC32C | 32 bit CRC | Ox1ledc6f 41|
S +
| none | no digest |
S +

The generator polynom al for this digest is givenin hex-notation, for

exanpl e Ox3b stands for 0011 1011. The pol ynom al

When the Initiator and Target agree on a digest,

used for every PDU in Full Feature Phase.

Paddi ng bytes, when present, in a segnent covered by a CRC, should
set to O and are included in the CRC. The CRC shoul d be cal cul at ed
fol | ows:

Juli an

Data are assunmed to be in the nunbering order that appears in
the draft and starts with byte O bit O to 7 continues with
byte 1 bit 0 etc. (Big Endian on bytes / Little Endian on
bits).

The first 32 bits of the nessage are conpl enent ed.

The n PDU bits are considered coefficients of a pol ynom al
M x) of order n-1, with bit 0 of byte O being x*(n-1).

The polynomal is multiplied by x*32 then divided by (x). The
generator polynom al produces a remai nder R(x) of degree <=
31.

The coefficients of R(x) are considered a 32 bit sequence.
The bit sequence is conplenented and the result is the CRC

After the last bit of the original segnment, the CRC bits are
transmtted with x*31 first foll owed by x*30 etc.

(when exanpl es are provided, the value to be specified in the
exanpl es follows the sane rules of representation as the rest
of this docunent).

A receiver of a "good" segnment (data or header) including the
CRC built using the generator Oxlledc6f4l1 will get the val ue
Ox1c2d19ed as its CRC (this is a polynom al value and not a
word as outlined in this draft).

X**S+X*F* 4+x** 3+x+1.

this di gest MIST be

be
as
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Proprietary algorithns MAY al so be negoti ated for digests. Wenever a
proprietary algorithmis negotiated, "none" or "CRC32C' shoul d be
listed as an option in order to guarantee interoperability.

2 MaxConnecti ons

Use: LO
Senders: Initiator and Target
Scope: SW

MaxConnecti ons=<nunber-from 1-t o- 65535>
Default is 1.

Initiator and target negotiate the maxi mnum nunber of connections
request ed/ acceptable. The lower of the two nunbers is sel ected.

3 SendTargets

Use: FFPO
Senders: Initiator
Scope: SW

For a conpl ete description, see Appendi x E. - SendTargets Operation -.

4 Tar get Name

Use: 1O Dby initiator ALL by target, Declarative
Senders: Initiator and Target
Scope: SW

Tar get Nane=<i SCSI - Nane>
Exanpl es:

Tar get Nane=i gqn. 1993- 11. com di sk-vendor . di skarrays. sn. 45678
Tar get Nane=eui . 020000023B040506

The initiator of the TCP connection nust provide this key to the
remote endpoint in the first login request if the initiator is not
est abl i shing a discovery session. The i SCSI Target Nanme specifies the
wor | dwi de uni que nanme of the target.

The Target Nane key may al so be returned by the "SendTargets" text
request (which is its only use when issued by a target).
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5 1InitiatorNane

Use: 1O Declarative
Senders: Initiator
Scope: SW

| ni ti at or Nane=<i SCSI - Nane>
Exanpl es:

I ni tiatorName=i qn. 1992-04. com os-vendor . pl an9. cdrom 12345
I ni tiatorNanme=i qn. 2001- 02. com ssp. users. cust omer 235. host 90
I ni tiat or Nanme=i SCSI

The initiator of the TCP connection nust provide this key to the
renote endpoint at the first Login of the |ogin phase for every con-
nection. The Initiator key enables the initiator toidentify itself to
t he renote endpoint.

6 TargetAlias

Use: ALL, Declarative
Senders: Tar get
Scope: SW

Tar get Al i as=<UTF-8 string>
Exanpl es:

Target Al i as=Bob' s Di sk
Tar get Al i as=Dat abase Server 1 Log Di sk
Target Al i as=Web Server 3 Disk 20

|f a target has been configured with a human-readabl e nanme or descri p-
tion, this name MJST be communicated to the initiator during a Login
Response PDU. This string is not used as an identifier, but can be
di splayed by the initiator's user interface in a list of targets to
which it is connected.

7 InitiatorAlias

Use: ALL, Declarative
Senders: Initiator
Scope: SW
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InitiatorAlias=<UTF-8 string>
Exanpl es:

InitiatorAlias=Web Server 4
InitiatorAlias=spyalley.nsa.gov
I nitiatorAlias=Exchange Server

If an initiator has been configured with a human-readabl e nanme or
description, it may be communicated to the target during a Login
Request PDU. If not, the host nane can be used instead.

This string is not used as an identifier, but can be displayed by the
target's user interface in alist of initiators to which it is con-
nect ed.

This key SHOULD be sent by an initiator within the Login phase, if
avai | abl e.

8 Target Address

Use: ALL, Declarative
Senders: Tar get
Scope: SW

Tar get Addr ess=domai nnane[ : port] [, portal - group-tag]

If the TCP port is not specified, it is assunmed to be the | ANA-
assigned default port for i SCSI.

| f the Target Address is returned as the result of a redirect status in
a login response, the comma and portal group tag are omtted.

| f the Target Address is returned wthin a SendTargets response, the
portal group tag is required.

Exanpl es:

Tar get Addr ess=10. 0. 0. 1: 5003, 1

Tar get Addr ess=[ 1080: 0: 0: 0: 8: 800: 200C: 417A], 65
Tar get Addr ess=[ 1080: : 8: 800: 200C: 417A] : 5003, 1
Tar get Addr ess=conputi ngcent er. acne. com 23
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The Target Address key is further described in Appendix E. - SendTar -
gets QOperation -.

9 Initial RT

Use: LO
Senders: Initiator and Target
Scope: SW

Initial RRT=<yes| no>
Exanpl es:

l|->Initial RRT=no
T->Initial RT=no

Default is yes.
Result function is OR

The Initial R2T key is used to turn off the default use of R2T, thus
allowing an initiator to start sending data to a target as if it has
received an initial RRT wwth Buffer O fset=0 and Desired Data Transfer
Length=m n (FirstBurstSize, Expected Data Transfer Length). The
default action is that R2T is required, unless both the initiator and
the target send this key-pair attribute specifying Initial R2T=no.
Only the first outgoing data burst (imedi ate data and/ or separate
PDUs) can be sent unsolicited (i.e., not requiring an explicit R2T).

10 Bidilnitial RT
Use: LO

Senders: Initiator and Target
Scope: SW

Bi di I nitial RRT=<yes| no>
Exanpl es:

|->Bidilnitial RRT=no
T->Bidilnitial RRT=no

Default is yes.
Result function is OR
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The Bidilnitial R2T key is used to turn off the default use of Bi D R2T,
thus allowng aninitiator to send data to a target w thout the target
having sent an R2T to the initiator for the output data (wite part)
of a Bidirectional command (having both the R and the Whits set).
The default action is that R2T is required, unless both the initiator
and the target send this key-pair attribute specifying

Bidilnitial RRT=no. Once Bidilnitial RRT has been set to 'no', it can-
not be set back to 'yes'. Only the first outgoing data burst (imedi-
ate data and/or separate PDUs) can be sent unsolicited by an R2T.

11 | medi at eDat a

Use: LO
Senders: Initiator and Target
Scope: SW

| medi at eDat a=<yes| no>

Default is yes.
Result function is AND.

The initiator and target negotiate support for i medi ate data. To turn
i medi ate data off, the initiator or target nust state its desire to
do so. |Imedi ateData can be turned on if both the initiator and tar-
get have | medi at eDat a=yes.

I f I'mredi ateData is set to yes and Initial RRT is set to yes (default),
then only imedi ate data are accepted in the first burst.

If I'mrediateData is set to no and Initial RRT is set to yes, then the
initiator MJUST NOT send unsolicited data and the target MJUST reject
themw th the correspondi ng response code.

If Imedi ateData is set to no and Initial R2T is set to no, then the
initiator MJUST NOT send unsolicited i mmedi ate data, but MAY send one
unsolicited burst of Data-QUT PDUs.

If I'mrediateData is set to yes and Initial RRT is set to no, then the
initiator MAY send unsolicited i medi ate data and/ or one unsolicited
burst of Data-OUT PDUs.

The followng table is a sunmmary of unsolicited data options:
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Fomm e m oo o e e o m e e e e e e e e e e e e e e mem e +
[Initial RRT| I nredi ateData| Result (up to FirstBurstSize) |
Fomm e m oo o e e o m e e e e e e e e e e e e e e mem e +
| no | no | Unsolicited data in data PDUs only. |
Fomm e m oo o e e o m e e e e e e e e e e e e e e mem e +
| no | yes | I'nredi ate & separate unsolicited data. |
Fomm e m oo o e e o m e e e e e e e e e e e e e e mem e +
| vyes | no | Unsolicited data disall owed. |
Fomm e m oo o e e o m e e e e e e e e e e e e e e mem e +
| vyes | yes | I'mrediate unsolicited data only. |
Fomm e m oo o e e o m e e e e e e e e e e e e e e mem e +

12 MaxRecvPDULengt h

Use: ALL
Senders: Initiator and Target
Scope: CO

MaxRecvPDULengt h=<nunber -512-to0- (2**24-1)>

Default is 8191 bytes.

This is a connection specific paraneter.

The initiator or target declares the maxi num data segnent length in
bytes they can receive in an i SCSI PDU

For a target the value Ilimting the size of the receive PDUs is the
| oner of the declared MaxRecvPDULengt h and the negoti ated MaxBur st -

Size for solicited data or FirstBurstSize for unsolicited data.

13 MaxBurstSi ze
Use: LO

Senders: Initiator and Target

Scope: SW

MaxBur st Si ze=<nunber-512-to-(2**24-1) >
Default is 262144 (256 Kbytes).

The initiator and target negotiate maxi num SCSI data payl oad i n bytes
in an Data-In or a solicited Data-Qut i SCSI sequence. A sequence of
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Data-1n or Data-Qut PDUs ending with a Data-1n or Data-Qut PDU with
the F bit set to one.

The m ni mum of the two nunbers is sel ected.

14 FirstBurstSi ze

Use: LO
Senders: Initiator and Target
Scope: SW

Fi rst Bur st Si ze=<nunber-512-to-(2**24-1)>
Default is 65536 (64 Kbytes).

The initiator and target negotiate the maxi num anmount in bytes of
unsolicited data an i SCSI initiator may send to the target, during the
execution of a single SCSI command. This covers the i medi ate data (if
any) and the sequence of unsolicited Data-Qut PDUs (if any) that fol-
| ow t he command.

The m ni mum of the two nunbers is sel ected.
Fi rst Burst Si ze MJUST NOT exceed Maxi nunBurst Si ze.

15 Logout Logi nMaxTi me

Use: LO
Senders: Initiator and Target
Scope: SW

Logout Logi nMaxTi me=<nunber - 0-t 0o- 3600>

Default is 3.

The initiator and target negotiate the maxi mumtinme, in seconds after
an initial wait (Time2Wait), before which the connection reinstate-
ment is still possible after a connection term nation or a connection

reset.

This value is also the session state tineout if the connection in
guestion is the last LOGGED I N connection in the session.
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The | esser of the two values is selected and will be used anywhere a
explicit value is not otherw se provided (Tine2Retain).

A value of 0 indicates that connection state is i medi ately di scarded
by the target.

16 Logout Logi nM nTi e

Use: LO
Senders: Initiator and Target
Scope: SW

Logout Logi nM nTi ne=<nunber - 0-t 0- 3600>
Default is 3.

The initiator and target negotiate the mninmumtinme, in seconds, to
wait before attenpting connection reinstatenent after a connection
term nation or a connection reset.

The maxi numof the two values is selected and will be used anywhere an
explicit value is not otherw se provided(Ti me2Wait).

A val ue of 0 indicates that connection reinstatenent can be attenpted
i redi at el y.

17 MaxCQut st andi ngR2T

Use: LO
Senders: Initiator and Target
Scope: SW

MaxQut st andi ngR2T=<nunber - from 1-t 0- 65535>
Default is 1.

Initiator and target negotiate the maxi mnum nunber of outstandi ng R2Ts
per task, excluding any inplied initial R2T that m ght be part of that
task. An R2T is considered outstanding until the |last data PDU (with
the F bit set to 1) is transferred, or a sequence reception tinmeout
(section 7.11.1) is encountered for that data sequence.

Julian Satran Expi res August 2002 185



12.

12.

i SCSI 20- January- 02

18 Dat aPDUl nOr der

Use: LO
Senders: Initiator and Target
Scope: SW

Dat aPDUI nOr der =<yes| no>

Default is yes.
Result function is OR

No is used by iSCSI to indicate that the data PDUs w thin sequences
can be in any order. Yes is used to indicate that data PDUs within
sequences have to be at continuously increasing addresses and over-
| ays are forbidden.

19 Dat aSequencel nOr der

Use: LO
Senders: Initiator and Target
Scope: SW

Dat aSequencel nOr der =<yes| no>

Default is yes.
Result function is OR

A Data Sequence is a sequence of Data-In or Data-Qut PDUs ending with
a Data-In or Data-Qut PDUwth the F bit set to one. A Data-out
sequence is sent either unsolicited or in response to an R2T.
Sequences cover an of fset-range.

| f Dat aSequencelnOrder is set to no, Data PDU sequences nmay be trans-
ferred in any order.

| f Dat aSequencelnOrder is set to yes, Data Sequences MJST be trans-
ferred using continuously non-decreasing sequence offsets (R2T buffer
offset for wites, or the smallest SCSI Data-In buffer offset wwthin a
read data sequence).

| f ErrorRecoveryLevel is not O and if DataSequencelnOrder is set to
yes, a target may retry at nost the |ast R2T, and an initiator may at
nost request retransm ssion for the | ast read data sequence.
MaxCQust andi ngR2T MUST be set to 1 in this case.
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20 ErrorRecoverylLeve

Use: LO
Senders: Initiator and Target
Scope: SW

Error RecoverylLevel =<0 to 2>
Default is O.

The initiator and target negotiate the recovery | evel supported.
The m ni num of the two val ues is sel ected.

Recovery | evels represent a conbi nation of recovery capabilities.
Each recovery |l evel includes all the capabilities of the |ower recov-
ery levels and adds sone new ones to them

In the description of recovery nmechani sns, certain recovery classes
are specified. Section 7.12 Error Recovery Hi erarchy describes the
mappi ng between the classes and the |evels.

21 SessionType

Use: LO Declarative
Senders: Initiator
Scope: SW

Sessi onType= <di scovery| nor mal >
Default is Normal.

The Initiator indicates the type of session it wants to create. The
target can either accept it or reject it.

A di scovery session indicates to the Target that the only purpose of
this Session is discovery. The only requests a target accepts in
this type of session are a text request with a SendTargets key and a
| ogout request with reason "cl ose the session”

The di scovery session inplies MaxConnections = 1 and overrides both
the default and an explicit setting.
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12.22 The Vendor Specific Key Format

Use: ALL

Senders: Initiator and Target

Scope: specific key dependent
X-reversed. vendor. dns_nane. do_sonet hi ng=

Keys with this format are used for vendor-specific purposes. These
keys always start with X-.

To identify the vendor, we suggest you use the reversed DNS-nane as a
prefix to the key-proper.
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13. | ANA Consi der ati ons

The tenporary (user) well-known port nunber for iSCSI connections
assigned by I ANA is 3260.
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Appendi x A. Sync and Steering with Fixed Interval Mrkers

Thi s appendi x presents a sinple schene for synchronization (PDU
boundary retrieval). It uses markers that include synchronization
information placed at fixed intervals in the TCP stream

A Mar ker consists of:

Byte / 0 | 1 | 2 | 3 |

/ I I I I

|76543210765432107654321076543210|
e e e e e e e e +

O] Next-iSCSI-PDU start pointer - copy #1 |
e e e e e e e e +

4] Next-i SCSI-PDU start pointer - copy #2 |
e e e e e e e e +

The Marker schenes uses payl oad byte stream counting that includes

every byte placed by iSCSI in the TCP stream except for the markers
t hensel ves. It al so excludes any bytes that TCP counts but are not

originated by i SCSI.

The Marker indicates the offset to the next i SCSI PDU header. The
Marker is eight bytes in length and contains two 32-bit offset fields
that indicate how many bytes to skip in the TCP streamin order to
find the next i SCSI PDU header. The marker uses two copies of the
poi nter so that a marker that spans a TCP packet boundary shoul d | eave
at | east one valid copy in one of the packets.

The inserted value is independent of the marker interval.

The use of markers is negotiable. The initiator and target MAY indi-
cate their readiness to receive and/or send markers during |ogin sep-
arately for each connection. The default is NO In certain
environnments, a sender not willing to supply markers to a receiver
willing to accept markers MAY suffer from a considerabl e performance
degr adat i on.

A.1 Muirkers At Fixed Intervals

A marker is inserted at fixed intervals in the TCP byte stream During
| ogin, each end of the i SCSI session specifies the interval at which
it iswlling to receive the marker, or it disables the marker alto-
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gether. If a receiver indicates that it desires a marker, the sender
SHOULD agree (during negotiation) and provide the marker at the
desired interval

The marker interval and the initial marker-less interval are counted
in ternms of the bytes placed in the TCP stream data by i SCSI

When reduced to i SCSI ternms, markers MUST indicate the offset to a 4-
byte word boundary in the stream The last two bits of each marker
word are reserved and are considered O for offset conputation

Paddi ng i SCSI PDU payl oads to 4-byte word boundaries sinplifies
mar ker mani pul ati on.

A.2 Initial Mirker-less |Interval

To enabl e the connection setup including the | ogin phase negoti ati on,
marking (if any) is started only at the first marker interval after
the end of the |ogin phase. However, in order to enable the marker

i nclusi on and exclusi on nechanismto work w thout know edge of the

| ength of the |ogin phase, the first marker will be placed in the TCP
streamas if the Marker-less interval had included markers.

As an exanple if the marker interval is 512 and the | ogin ended at
byte 1003 (first i SCSI placed byte is 0) the first marker wll be
inserted after byte 1031 in the stream

A.3 Negotiation

The foll owm ng operational key=value pairs are used to negotiate the
fixed interval markers.

A 3.1 FNMar ker

Use: 10
Senders: Initiator and Target

FMar ker =<send| r ecei ve| send-r ecei ve| no>
Default is no.

This is a connection specific paraneter.
Exanpl es:
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| - >FMar ker =send-r ecei ve
T- >FMar ker =send-r ecei ve

Results in the Marker being used in both directions while

| - >FMar ker =send-r ecei ve
T- >FMar ker =r ecei ve

Results in Marker being used fromthe initiator to the target, but not
fromthe target to initiator.

A 3.2 RFMar kl nt, SFMarkint - offering

Use: 10
Senders: Initiator and Target

RFMar k1l nt =<nunber-from 1-t 0- 65535>[, <nunber-from 1-t o0- 65535>]
SFMar kI nt =<nunber -from 1-t 0- 65535>[ , <nunber-from 1-t 0- 65535>]

This is a connection specific paraneter.

The receiver or sender indicates the mninumto maxi ruminterval (in
4-byte words) it wants the markers. In case the receiver or sender
only wants a specific value, only a single value has to be specified.
The respondi ng sender or receiver selects a value within the m ni mum
and maxi mumoffered or the only value offered or indicates through the
FMar ker key=value its inability to set and/or receive markers. The
interval is measured fromthe end of a marker to the begi nning of the
next marker. For exanple, a value of 1024 neans 1024 words (4096 bytes
of i1 SCSI payl oad between markers). Wienever FMarker and RFMarklnt are
both sent, they MJUST appear on the sane Logi n Request/ Response.

The default is 2048.

A 3.3 SFMar kI nt, RFMarklnt - respondi ng

Use: 10
Senders: Initiator and Target

SFMar kI nt =<nunmber-from 1-t o- 65535>
RFMar k1 nt =<nunber -from 1-t 0- 65535>

This is a connection specific paraneter.
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| ndi cates at what interval (in 4-byte words) the sender agrees to send
or the receiver wants to receive the markers. The nunber MJST be
within the range required offering party. The interval is nmeasured
fromthe end of a marker to the beginning of the next marker. For
exanpl e, a value of 1024 neans 1024 words (4096 bytes of i SCSI payl oad
bet ween markers) .

Default is 2048.
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Appendi x B. Sync and Steering with Constant Overhead Wrd Stuffing
CONS

Thi s appendi x presents a sinple schene for synchronization (PDU
boundary retrieval). The basic nechani sm described is inspired by

[ COBS]. However, unlike the mechanismoutlined in [COBS], here the PDU
is extended by 2 or 3 4 byte words regardl ess of the PDU |l ength. Wth
CONS

- The i SCSI PDU is "prefixed" by an 8 byte COA5 header (CH),
including a 4 byte word aligned COA5 fram ng pattern (CFP) and
a 4 byte CONS link chain elenent (CLCE)

- Any appearance of the pattern within the PDU is repl aced
either by a forward or (for |ong payl oads) a backward link to
t he next appearance of the pattern, or to the end (for forward
links) or an end of chain in indicator formatted as a CLCE

- The i SCSI PDU may be followed by a trailer that consists of a
single CLCE

Al of these elenents forma COAN5 Ext ended PDU ( CEPDU)

CONS uses a framng pattern defined by the sender. A special version
of COAS that does not require pattern replacenent, but requires the
sender to guarantee that a CHw I | always appear at the begi nning of a
TCP segnment, may be used by specialized software stacks and/ or hard-
ware adapters and its use may be negotiated (PDU Alignnent Option -
PAO) .

The CH format is:

Byt e/ 0 | 1 | 2 | 3 |

/ I I I I

|76 543210765432107654321076543210|
e e e e e e e +
CFP| CFP (COAS Fram ng Pattern) |
e e e e e e e +
CLCE| N| Res. | Link | LT
e e e e e e e +

CFP is a pattern selected by the sender and comuni cated to the
receiver during the |login phase. A CFP has to be specified by the
sender for each direction.

Julian Satran Expi res August 2002 199



i SCSI 20- January- 02

Except for the PAQ every occurrence of CFP within the payload is
repl aced by a CLCE

The CLCE i s conposed of:

- N- abit is selected to be the conpl enent of the correspond-
ing bit in the Framng pattern

- Link - nunber of non-link 4 byte words to the next/previous
[ink.

- LT - link type coded as foll ows:

- 00 - Forward Last Link - no nore links follow The Link
field is the nunber of words to the end of PDU

- 01 - Forward More Links - the link field is the nunber
of words to the next |ink.

- 10 - Backward Last Link - the link field is O.

- 11 - Backward More Links - the link field is the nunber
of words fromthe preceding field.

The LT field in the CH MJUST be 00 or 01, and all CLCE within the i SCSI
header (if any) MJST have an LT field of 00 or 01 (the i SCSI header is
encoded ONLY with forward |inks).

The sender can use the backward |inking nmechanismto avoid storing
very | ong data payl oads before sending them and MJUST be processed by
t he receiver

| f using backward Iinking, the sender MIUST include a tailing CLCE in
the ECPDU. The tailing CLCE is the first CLCE in the "back-tracking
chain" and MJUST be linked to by the last CLCE in the "forward-tracking
chai n".

CON5 ECPDU can follow one of the foll ow ng outlines:

a) Only Forward Pointing

CH (mandat ory)

Forward Pointing CLCE (optional)
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Forward Pointing CLCE (optional)

Last Payl oad Word

b) Forward-and- Backward Poi nting

CH (mandat ory)

Forward Pointing CLCE (optional - may point to trailer if
| ast forward)

Backward Poi nting CLCE (optional - may have |ink of 0)

Last Payl oad Word
Backward Poi nting CLCE (nandatory - may have a link of 0)

c) PDU alignnment option

CH (mandat ory)

Last Payl oad Wrd (al so end of TCP segnent)

For cases a) and b), the payload on the wire i s guaranteed not to con-
tain a CFP or a word aligned pattern anywhere but in CH For case c),
the CFP i s supposed the appear only aligned to TCP segnent boundari es
and be inplenent with specialized software stacks and hardware. For
this case the Link value, LT and the Reserved bits may is used as a
further validity checks (TBD???).

if all cases of the i SCSI PDUs are not constrained to a one or a lim
ited nunber of TCP segments.
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B.4 Negotiation

B.5 Sent PDU processing

pseudo- | anguage descri ption..

B.6 Received PDU processing

pseudo- | anguage descri ption

B.7 Search for fram ng processing
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Appendi x C. Exanpl es
C.8 Read Operation Exanple

R o e e e e e e e o e e e e e e e oo o +
[ Initiator Function]| PDU Type | Target Function |
R o e e e e e e e o e e e e e e e oo o +
| Command request | SCSI Command ( READ) >>> | |
| (read) I I I
R o e e e e e e e o e e e e e e e oo o +
| | | Prepare Data Transfer|
R o e e e e e e e o e e e e e e e oo o +
| Receive Data | <<< SCSI| Data-in | Send Dat a |
R o e e e e e e e o e e e e e e e oo o +
| Receive Data | <<< SCSI Data-in | Send Dat a |
R o e e e e e e e o e e e e e e e oo o +
| Receive Data | <<< SCSI Data-in | Send Dat a |
R o e e e e e e e o e e e e e e e oo o +
| | <<< SCSI Response | Send Status and Sense |
R o e e e e e e e o e e e e e e e oo o +
| Conmmand Conpl ete | | |
R o e e e e e e e o e e e e e e e oo o +

R o e e e e e e e o e e e e e e e +
| Initiator Function]| PDU Type | Target Function |
R o e e e e e e e o e e e e e e e +
| Command request | SCSI Command (WRI TE) >>>| Recei ve command |
| (wite) | | and queue it |
R o e e e e e e e o e e e e e e e +
| | | Process old commands|
R o e e e e e e e o e e e e e e e +
| | | Ready to process |
| | <<< R2T | VRITE conmmand |
R o e e e e e e e o e e e e e e e +
| Send Dat a | SCSI Dat a- out >>> | Recei ve Data |
R o e e e e e e e o e e e e e e e +
| | <<< R2T | Ready for data |
R o e e e e e e e o e e e e e e e +
| | <<< R2T | Ready for data |
R o e e e e e e e o e e e e e e e +
| Send Dat a | SCSI Dat a- out >>> | Recei ve Data |
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R o e e e e e e e o e e e e e e e +
| Send Dat a | SCSI Dat a- out >>> | Recei ve Data |
R o e e e e e e e o e e e e e e e +
| | <<< SCSI Response | Send Status and Sense|
R o e e e e e e e o e e e e e e e +
| Command Conplete | | |
R o e e e e e e e o e e e e e e e +

C. 10 R2TSN Dat aSN use Exanpl es
Qutput (wite) data Dat aSN R2TSN Exanpl e

R o e e e e e e e o e e e e e e e oo o +
[ Initiator Function]| PDU Type & Content | Target Function |
R o e e e e e e e o e e e e e e e oo o +
| Command request | SCSI Command (WRI TE) >>>| Recei ve command |
| (wite) | | and queue it |
R o e e e e e e e o e e e e e e e oo o +
| | | Process old commands |
R o e e e e e e e o e e e e e e e oo o +
| | <<< R2T | Ready for data |
| | R2TSN = | |
R o e e e e e e e o e e e e e e e oo o +
| | <<< R2T | Ready for nore data |
| | R2TSN = | |
R o e e e e e e e o e e e e e e e oo o +
| Send Data | SCSI Dat a- out >>> | Recei ve Data |
| for R2TSN O | DataSN = 0, F=0 | |
R o e e e e e e e o e e e e e e e oo o +
| Send Data | SCSI Dat a- out >>> | Recei ve Data |
| for R2TSN O | DataSN = 1, F=1 | |
R o e e e e e e e o e e e e e e e oo o +
| Send Data | SCSI Data >>> | Recei ve Data |
| for R2TSN 1 | DataSN = 0, F=1 | |
R o e e e e e e e o e e e e e e e oo o +
| | <<< SCSI Response | Send Status and Sense |
| | ExpDat aSN = 0 | |
R o e e e e e e e o e e e e e e e oo o +
| Command Conplete | | |
R o e e e e e e e o e e e e e e e oo o +
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| nput (read) data DataSN Exanpl e

R o e e e e e e e
| Initiator Function]| PDU Type
R o e e e e e e e
| Command request | SCSI Command ( READ) >>>
| (read) |

R o e e e e e e e
I I

R o e e e e e e e
| Recei ve Data | <<< SCSI Data-in

| | DataSN = 0, F=0
R o e e e e e e e
| Recei ve Data | <<< SCSI Data-in

| | DataSN = 1, F=0
R o e e e e e e e
| Recei ve Data | <<< SCSI Data-in

| | DataSN = 2, F=1
R o e e e e e e e
| | <<< SCSI Response

| | ExpDat aSN = 3
R o e e e e e e e
| Conmmand Conpl ete

R o e e e e e e e

Bi di recti onal DataSN Exanpl e

R o e e e e e e e
[ Initiator Function]| PDU Type
R o e e e e e e e
| Conmmand request | SCSI Conmand >>>

| (Read-Wite) | Read-Wite
R o e e e e e e e
I I

R o e e e e e e e
| | << R2T

| | R2TSN =
R o e e e e e e e
| * Receive Data | <<< SCSI Data-in

| | DataSN = 0, F=0
R o e e e e e e e
| * Receive Data | <<< SCSI Data-in
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o e e e e e e e oo o +
| Target Function |
o e e e e e e e oo o +
I I
I I
o e e e e e e e oo o +
| Prepare Data Transfer|
o e e e e e e e oo o +
| Send Dat a |
I I
o e e e e e e e oo o +
| Send Dat a |
I I
o e e e e e e e oo o +
| Send Dat a |
I I
o e e e e e e e oo o +

o e e e e e e e oo o +
I I
o e e e e e e e oo o +
o e e e e e e e oo o +
| Target Function |
o e e e e e e e oo o +
I I
I I
o e e e e e e e oo o +

| Ready to process |
| WRI TE command |

| Send Dat a |
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R o e e e e e e e o e e e e e e e oo o +
| * Send Data | SCSI Dat a- out >>> | Recei ve Data |
| for R2TSN O | Dat aSN = 0, F=1 | |
R o e e e e e e e o e e e e e e e oo o +
| | <<< SCSI Response | Send Status and Sense |
| | ExpDat aSN = 2 | |
R o e e e e e e e o e e e e e e e oo o +
| Conmmand Conplete | | |
R o e e e e e e e o e e e e e e e oo o +

*) Send data and Receive Data may be transferred sinultaneously as in
an atom c Read-O d-Wite-New or sequential as in an atom c Read-
Update-Wite (in the alter case the R2T may foll ow the received data).

Unsolicited and imediate output (wite) data with DataSN Exanpl e

R o e e e e e e e o e e e e e e e oo o +
[ Initiator Function]| PDU Type & Content | Target Function |
R o e e e e e e e o e e e e e e e oo o +
| Command request | SCSI Command (WRI TE) >>>| Recei ve command |
| (wite) | F=0 | and data |
| + inmedi ate data | | and queue it |
R o e e e e e e e o e e e e e e e oo o +
| Send Unsolicited | SCSI Wite Data >>> | Receive nore Data

| Data | DataSN = 0, F=1 | |
R o e e e e e e e o e e e e e e e oo o +
| | | Process old commands |
R o e e e e e e e o e e e e e e e oo o +
| | <<< R2T | Ready for nore data |
| | R2TSN = | |
R o e e e e e e e o e e e e e e e oo o +
| Send Data | SCSI Wite Data >>> | Recei ve Data |
| for R2TSN O | Dat aSN = 0, F=1 | |
R o e e e e e e e o e e e e e e e oo o +
| | <<< SCSI Response | Send Status and Sense |
I I I I
R o e e e e e e e o e e e e e e e oo o +
| Conmmand Conplete | | |
R o e e e e e e e o e e e e e e e oo o +
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C. 11 CRC Exanpl es

N. B. al

Val ues are Hexadeci nal

32 bytes of zeroes:

Byt e:
0:
28:

CRC:

0 1 2 3

00 00 00 00

00 00 00 00

aa 36 91 8a

32 bytes of ones:

Byt e:
0:

28:
CRC:

32 bytes of

Byt e:
0:

28:

CRC:

0 1 2 3

ff ff ff ff

ff ff ff ff

43 ab a8 62

i ncrementing 00..1f:

0 1 2 3

00 01 02 03

1c 1d 1le 1f

4e 79 dd 46

32 bytes of decrenenting 1f..00:

Byt e:

0:
28:
CRC:

Julian Satran

0 1 2 3
1f 1le 1d 1c
03 02 01 00

5¢c db 3f 11
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Appendi x D. Logi n Phase Exanpl es

In the first exanple, the initiator and target authenticate each other
vi a Ker ber os:

| -> Login (CSG NSG=0,1 T=1)
I ni tiatorName=i gn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=KRB5, SRP, none

T-> Login (CSG NSG=0, 0 T=0)
Aut hMet hod=KRB5

| -> Login (CSG NSG=0,1 T=1)
KRB_AP_REQ=<krb_ap_req>

(krb_ap_req contains the Kerberos V5 ticket and authenticator
w th MJTUAL- REQUI RED set in the ap-options field)

If the authentication is successful, the target proceeds wth:

T-> Login (CSG NSG=0,1 T=1)
KRB_AP_REP=<krb_ap_rep>

(krb_ap_rep is the Kerberos V5 nutual authentication reply)

If the authentication is successful, the initiator may proceed
W t h:

| -> Login (CSG NSG=1,0 T=0) FirstBurstSize=0
T-> Login (CSG NSG=1,0 T=0) FirstBurstSize=8192 MaxBur st -
Si ze=8192
| -> Login (CSG NSG=1,0 T=0) MaxBurst Si ze=8192
nore 1 SCSI Operational Paraneters

T-> Login (CSG NSG=1, 0 T=0)
nore i SCSI Operational Paraneters

And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional iSCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”

If the initiator’s authentication by the target is not success-
ful, the target responds wth:
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T-> Login "login reject”

i nstead of the Login KRB_AP_REP nessage, and term nates the con-
necti on.

If the target’s authentication by the initiator is not success-

ful, the initiator term nates the connection (w thout respond-
ing to the Login KRB_AP_REP nessage).

In the next exanple only the initiator is authenticated by the target
vi a Ker ber os:

| -> Login (CSG NSG=0,1 T=1)
I ni tiatorName=i gqn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=SRP, KRB5, none

T-> Logi n- PR (CSG NSG=0, 0 T=0)
Aut hMet hod=KRB5

| -> Login (CSG NSG=0,1 T=1)
KRB_AP_REQ=krb_ap_req

(MJUTUAL- REQUI RED not set in the ap-options field of krb_ap_req)
If the authentication is successful, the target proceeds wth:
T-> Login (CSG NSG=0,1 T=1)

| -> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters

T-> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters

T-> Login (CSG NSG=1, 3 T=1)"l ogi n accept"

In the next exanple, the initiator and target authenticate each other
vi a SPKML:

| -> Login (CSG NSG=0,1 T=1)
I ni tiatorName=i gqn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=SPKML, KRB5, none

T-> Logi n (CSG NSG=0, 0 T=0)
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Aut hiet hod=SPKML

| -> Login (CSG NSG=0,0 T=0)
SPKM REQ=<spkmr eq>

(spkmreq is the SPKM REQ token with the nutual -state bit in the
options field of the REQ TOKEN set)

T-> Logi n (CSG NSG=0, 0 T=0)
SPKM _REP_TI =<spkmrep-ti>
| f the authentication is successful, the initiator proceeds:

| -> Login (CSG NSG=0,1 T=1)
SPKM REP_| T=<spkmrep-it>
If the authentication is successful, the target proceeds wth:

T-> Login (CSG NSG=0,1 T=1)

The initiator may proceed:
I -> Login (CSG NSG=1, 0 T=0) i SCSI paraneters
T-> Login (CSG NSG=1, 0 T=0) i SCSI paraneters
And at the end:
| -> Login (CSG NSG=1, 3 T=1)

optional iSCSI parameters
T-> Login (CSG NSG=1,3 T=1) "login accept"”

If the target’s authentication by the initiator is not success-
ful, the initiator term nates the connection (w thout respond-
ing to the Login SPKM REP_TI nessage).

If the initiator’s authentication by the target is not success-

ful, the target responds wth:

T-> Login "login reject”

i nstead of the Login "proceed and change stage" nessage, and

term nates the connecti on.

I n the next exanpl e,
vi a SPKM2:

Julian Satran

the initiator and target authenticate each other
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| -> Login (CSG NSG=0,0 T=0)
I ni tiatorNanme=i qn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=SPKML, SPKM2

T-> Logi n- PR (CSG NSG=0, 0 T=0)
Aut hMet hod=SPKM2

| -> Login (CSG NSG=0,1 T=1)
SPKM REQ=<spkmr eq>

(spkmreq is the SPKM REQ token with the nutual -state bit in the
options field of the REQ TOKEN not set)

If the authentication is successful, the target proceeds wth:
T-> Login (CSG NSG=0,1 T=1)
The initiator may proceed:

| -> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters

T-> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters

And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional i SCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”

In the next exanple, the initiator and target authenticate each other
vi a SRP:

| -> Login (CSG NSG=0,1 T=1)
I ni tiatorName=i gqn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=KRB5, SRP, none

T-> Logi n-PR (CSG, NSG=0, 0 T=0)
Aut hMet hod=SRP

|-> Logi n (CSG, NSG=0, 0 T=0)

SRP_U=<user >
Tar get Aut h=yes
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T-> Login (CSG NSG=0, 0 T=0)
SRP_N=<N>
SRP_g=<g>
SRP_s=<s>

| -> Login (CSG NSG=0,0 T=0)
SRP_A=<A>

T-> Login (CSG NSG=0, 0 T=0)
SRP_B=<B>

| -> Login (CSG NSG=0,1 T=1)
SRP_ Me<>

If the initiator authentication is successful, the target pro-
ceeds:

T-> Login (CSG NSG=0,1 T=1)
SRP_HMe<H(A | M| K)>

Were N, g, s, AA BB M and HA | M| K) are defined in [ RFC2945].

If the target authentication is not successful, the initiator
term nates the connection; otherw se, it proceeds.

| -> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters

T-> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters

And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional iSCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"

If the initiator authentication is not successful, the target
responds wth:

T-> Login "login reject”

I nstead of the T-> Login SRP_HVE<H(A | M| K)> nessage and ter-
m nates the connecti on.

In the next exanple, only the initiator is authenticated by the target
vi a SRP:
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| -> Login (CSG NSG=0,1 T=1)
I ni tiatorName=i gqn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=KRB5, SRP, none

T-> Logi n- PR (CSG NSG=0, 0 T=0)
Aut hMet hod=SRP

| -> Login (CSG NSG=0,0 T=0)
SRP_U=<user >
Tar get Aut h=no

T-> Logi n (CSG NSG=0,0 T=0)
SRP_N=<N>
SRP_g=<g>
SRP_s=<s>

| -> Login (CSG NSG=0,0 T=0)
SRP_A=<A>

T-> Login (CSG NSG=0, 0 T=0)
SRP_B=<B>

| -> Login (CSG NSG=0,1 T=1)
SRP_ Me<V>

If the initiator authentication is successful, the target pro-
ceeds:

T-> Login (CSG NSG=0,1 T=1)

| -> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters

T-> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters

And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional iSCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”

In the next exanple the initiator and target authenticate each other
vi a CHAP

|-> Logi n (CSG, NSG=0,0 T=0)
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I ni tiatorNanme=i gn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=KRB5, CHAP, none

T-> Logi n- PR (CSG NSG=0, 0 T=0)
Aut hMet hod=CHAP

| -> Login (CSG NSG=0,0 T=0)
CHAP_A=<Al, A2>

T-> Logi n (CSG NSG=0,0 T=0)
CHAP_A=<A1>
CHAP | =<I >
CHAP C=<C>

| -> Login (CSG NSG=0,1 T=1)
CHAP_N=<N>
CHAP_R=<R>
CHAP | =<I >
CHAP_C=<C

If the initiator authentication is successful, the target pro-
ceeds:

T-> Login (CSG NSG=0,1 T=1)
CHAP_N=<N>
CHAP_R=<R>

If the target authentication is not successful, the initiator
aborts the connection; otherw se, it proceeds.

| -> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters
T-> Login (CSG NSG=1, 0 T=0)
i SCSI paraneters
And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional iSCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”

If the initiator authentication is not successful, the target
responds wth:

T-> Login "login reject”
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I nstead of the Login CHAP_R=<response> "proceed and change
st age”
nmessage and term nates the connection.

In the next exanple, only the initiator is authenticated by the target
vi a CHAP

| -> Login (CSG NSG=0,1 T=0)
I ni tiatorName=i qn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod=KRB5, CHAP, none

T-> Logi n- PR (CSG, NSG=0, 0 T=0)
Aut hMet hod=CHAP

| -> Login (CSG NSG=0,0 T=0)
CHAP_A=<Al, A2>

T-> Logi n (CSG NSG=0,0 T=0)
CHAP_A=<A1>
CHAP | =<I >
CHAP_C=<C>

| -> Login (CSG NSG=0,1 T=1)
CHAP_N=<N>
CHAP_R=<R>

If the initiator authentication is successful, the target pro-
ceeds:

T-> Login (CSG NSG=0,1 T=1)

| -> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters

T-> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters

And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional iSCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”
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In the next exanple, the initiator does not offer any security param
eters. It therefore, may offer i SCSI paranmeters on the Login PDU w th
the T bit set to 1, and the target may respond with a final Login
Response PDU i nmedi atel y:

| -> Login (CSG NSG=1, 3 T=1)
I ni tiatorName=i qn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
i SCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”
... ISCSI paraneters

In the next exanple, the initiator does offer security parane-

ters on the Login PDU, but the target does not choose any
(i.e., chooses the "none" val ues):

| -> Login (CSG NSG=0,1 T=1)
I ni tiatorName=i gqn. 1999-07. com os. hostid. 77
Tar get Nane=i gqn. 1999- 07. com acne. di skarray. sn. 88
Aut hMet hod: KRB5, SRP, none

T-> Logi n- PR (CSG NSG=0,1 T=1)
Aut hMet hod=none

| -> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters

T-> Login (CSG NSG=1, 0 T=0)
... 1SCSI paraneters

And at the end:

| -> Login (CSG NSG=1, 3 T=1)
optional iSCSI paraneters

T-> Login (CSG NSG=1,3 T=1) "login accept"”
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Appendi x E. SendTargets Operation

To reduce the anobunt of configuration required on an initiator, 1SCS
provi des the SendTargets text request. This initiator sends this com
mand to request a list of targets to which it may have access, as well
as the list of addresses (I P address and TCP port) on which these tar-
gets may be accessed.

To make use of SendTargets, aninitiator nust first establish one of

two types of sessions. |If the initiator establishes the session using
t he key "SessionType=di scovery", the session is a discovery session,
and a target nanme does not need to be specified. Oherw se, the ses-
sion is a normal, operational session. The SendTargets conmmand MJST
only be sent during the full feature phase of a normal or discovery
sessi on.

A systemthat contains targets MJST support di scovery sessions on each
of its IP addresses, and MJUST support the SendTargets comrand on the
di scovery session. A target MJST support the SendTargets comrand on
operational sessions; these wll only return address information
about the target to which the session is connected, and do not return
i nformati on about other targets.

An initiator MAY nake use of the SendTargets as it sees fit.

A SendTargets command consists of a single Text request PDU

This PDU contains exactly one text key and value. The text key MJST
be SendTargets. The expected response depends upon the val ue, as well
as whether the session is a discovery or operational session.

The val ue nmust be one of:

al |

The initiator is requesting that information on all rel evant
targets known to the inplenentation be returned. This val ue
MUST be supported on a di scovery session, and MAY NOT be sup-
ported on an operational session.

<i SCSI -t ar get - nane>
If an i SCSI target nane is specified, the session should respond

wi th addresses for only the named target, if possible. This
val ue MJUST be supported on di scovery sessions. A discovery
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sessi on MUST be capabl e of returning addresses for those tar-
gets that woul d have been returned had val ue=all been desig-
nat ed.

<not hi ng>

The sessi on shoul d respond only with addresses for the target to
whi ch the session is logged in. This MJST be supported on
operational sessions, and MAY NOT return targets other than
the one to which the session is |ogged in.

The response to this command is a text response that contains a |ist
of zero or nore targets and, optionally, their addresses. Each target
is returned as a target record. A target record begins wth the Tar-
get Nane text key, followed by a list of Target Address text keys, and
bounded by the end of the text response or the next TargetNane key,
whi ch begins a new record. No text keys other than Target Name and
Target Address are permtted within a SendTargets response.

For the format of the Target Nane, see Section 12.4 Target Nane.
A di scovery session MAY respond to a SendTargets request with its com
plete Iist of targets, or with a list of targets that is based on the

name of the initiator logged in to the session.

A SendTargets response MAY not contain target nanes if there are no
targets for the requesting initiator to access.

Each target record returned includes zero or nore Target Address
fields.

A SendTargets response MJST NOT contain i SCSI default target nanes.
Each target record starts with one text key of the form

Tar get Nane=<t ar get - nane- goes- her e>
Fol l owed by zero or nore address keys of the form

Tar get Addr ess=<host nane- or - i paddress>[: <t cp-port>], <portal -
group-tag>

The host nane-or-i paddress and tcp port are as specified in the Sec-
tion 2.2.7 Nam ng and Addressing.
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Each Target Address belongs to a portal group, identified by its
numeric, decimal portal group tag. The iSCSI target nane, together
with this tag, constitutes the SCSI port identifier; the tag need be
unique only within a given target name's |ist of addresses.

Mul ti pl e-connection sessions can span i SCSI addresses that belong to
t he sane portal group.

Mul ti pl e-connection sessions cannot span i SCSI addresses that bel ong
to different portal groups.

| f a SendTargets response reports an i SCSI address for a target, it
SHOULD al so report all other addresses inits portal group in the sane
response.

A SendTargets text response can be |longer than a single Text Response
PDU, and nmakes use of the |ong text responses as specified.

After obtaining a list of targets fromthe di scovery target session,

an 1SCSI initiator may initiate new sessions to log in to the discov-
ered targets for full operation. The initiator MAY keep the session
to a default target open, and MAY send subsequently SendTargets com

mands to di scover new targets.

Exanpl es:

This exanple is the SendTargets response froma single target that has
no other interface ports.

Initiator sends text request that contains:

SendTar get s=al

Target sends a text response that contains:

Tar get Nane=i gn. 1993- 11. com acne. di skarray. sn. 8675309

Al the target had to return in the sinple case was the target nane.
It is assuned by the initiator that the I P address and TCP port for
this target are the sanme as used on the current connection to the
default i SCSI target.
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The next exanple has two internal iSCSI targets, each accessible via
two different ports with different I P addresses. The following is the
t ext response:

Tar get Nane=i gn. 1993- 11. com acne. di skarray. sn. 8675309
Tar get Addr ess=10. 1. 0. 45: 3000, 1
Tar get Addr ess=10. 1. 1. 45: 3000, 2
Tar get Nane=i gqn. 1993- 11. com acne. di skarray. sn. 1234567
Tar get Addr ess=10. 1. 0. 45: 3000, 1
Tar get Addr ess=10. 1. 1. 45: 3000, 2

Both targets share both addresses; the nultiple addresses are likely
used to provide nulti-path support. The initiator may connect to
either target nanme on either address. Each of the addresses has its
own portal group tag; they do not support spanning nultiple-connec-
tion sessions wth each other. Keep in mnd also that the portal
group tags for the two naned targets are independent of one another;
portal group "1" on the first target is not necessarily the same as
portal group "1" on the second.

I n the above exanpl e, a DNS host nane coul d have been returned i nstead
of an I P address, and that an | Pv6 addresses (5 to 16 dotted-deci nal
nunbers) coul d have al so been returned.

The next text response shows a target that supports spanni ng sessi ons
across nultiple addresses, which indicates the use of the portal group
t ags:

Tar get Nane=i gn. 1993- 11. com acne. di skarray. sn. 8675309
Tar get Addr ess=10. 1. 0. 45: 3000, 1
Tar get Address=10. 1. 1. 46: 3000, 1
Tar get Addr ess=10. 1. 0. 47: 3000, 2
Tar get Addr ess=10. 1. 1. 48: 3000, 2
Tar get Addr ess=10. 1. 1. 49: 3000, 3

In this exanple, any of the target addresses can be used to reach the
sanme target. A single-connection session can be established to any of
t hese TCP addresses. A multiple-connection session could span
addresses .45 and .46 or .47 and .48, but cannot span any other conbi -
nation. A TargetAddress with its own tag (.49), cannot be conbi ned
with any other address within the sane session.

Thi s SendTargets response does not indicate whether .49 supports mul -
tipl e connections per session; it comunicated via the MaxConnecti ons
text key upon login to the target.
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Appendi x F. Algorithmc Presentation of Error Recovery C asses

This appendix illustrates the error recovery classes using a pseudo-
programm ng-| anguage. The procedure nanes are chosen to be obvious to
nost inplenmenters. Each of the recovery classes described has initia-
tor procedures as well as target procedures. These al gorithns focus
on outlining the nmechanics of error recovery classes, and ignore al
ot her aspects/cases. Exanples of this approach are:

- Handling for only certain Opcode types is shown.

- Only certain reason codes (for exanple, Recovery in Logout
command) are outlined.

- Resultant cases, such as recovery of Synchronization on a
header di gest error are considered out-of-scope in these al go-
rithms. In this particular exanple a header digest error may
| ead to connection recovery if some type of sync and steering
l ayer is not inplenented.

These al gorithms strive to convey the i SCSI error recovery concepts in
the sinplest ternms, and are not designed to be optinal.

F.12 General Data Structure and Procedure Description

This section defines the procedures and data structures that are com
monly used by all the error recovery algorithnms. The structures may
not be the exhaustive representations of what is required for a typi-
cal inplenentation.

Data structure definitions -
struct TransferContext {
i nt Target Transf er Tag;
i nt Expect edDat aSN;

¥

struct TCB { /* task control block */
Bool ean SoFar | nOrder;
i nt ExpectedDataSN, /* used for both R2Ts, and Data */
int M ssingDataSNLi st[ MaxM ssi ngDPDU] ;
Bool ean Fbi t Recei ved,;
Bool ean St at usXf erd;
Bool ean Currentl yAl |l egi ant;
int ActiveR2Ts;
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i nt Response;
char *Reason
struct Transf er Cont ext
Tr ansf er Cont ext Li st [ MaxQut St andi ngR2T] ;
int InitiatorTaskTag;
i nt CndSN;

¥

struct Connection {
struct Session SessionReference;
Bool ean SoFar | nOr der;
int ClD
int State;
i nt ExpectedSt at SN;
int M ssingStat SNLi st[ MaxM ssi ngSPDU] ;
Bool ean Perf or nConnecti onCl eanup;

¥

struct Session {
i nt NunmConnecti ons;
i nt Next CndSN;
i nt Maxconnecti ons;
int ErrorRecoverylLevel
struct i SCSI Endpoi nt O her Endl nf o;
struct Connection Connecti onLi st[ MaxSupportedConns];

¥

Procedure descriptions -

Recei ve-a-1 n-PDU(transport connection, inbound PDU)
check-basi c-val i dity(i nbound PDU);

Start-Tinmer(tinmeout handl er, argunment, tinmeout val ue);

Bui | d- And- Send- Rej ect (transport connection, bad PDU, reason code);

F.13 Wthin-conmmand Error Recovery Al gorithns
F.13.1 Procedure Descriptions

Recover-Dat a-i f-Possi bl e(l ast required DataSN, task control bl ock);
Bui | d- And- Send- DSnack(task control bl ock);
Bui | d- And- Send- Abort (task control bl ock);
SCSI - Task- Conpl etion(task control bl ock);
Bui | d- And- Send- a- Dat a- Bur st (transport connecti on, R2T PDU

task control bl ock);
Bui | d- And- Send- R2T(transport connection, description of data,

Julian Satran Expi res August 2002 222



i SCSI 20- January- 02

task control bl ock);
Bui | d- And- Send- St at us(transport connection, task control bl ock);
Tr ansf er - Cont ext - Ti neout - Handl er (transfer context);

| npl enent ati on-specific tunables -
I ni ti at or Dat aSNACKEnabl ed, Tar get Dat aSNACKSupport ed,
Tar get Recover yR2TEnabl ed.

Not es:

- Some procedures used in this section, including: Recover-Sta-
tus-if-Possible, Handl e- St at us- SNACK-request, Eval uate- a-
Stat SN are defined in Wthin-connection recovery al gorithns.

- The Response processi ng pseudo-code, shown in the target al go-

rithns, applies to all solicited PDUs that carry Stat SN - SCSI
Response, Text Response etc.

F.13.2 Initiator Al gorithns
Recover - Dat a- i f - Possi bl e( Last Requi r edDat aSN, TCB)

{
if (InitiatorDataSNACKEnabl ed) {
if (# of mssing PDUs is trackable) {
Note the m ssing DataSNs in TCB.
Bui | d- And- Send- DSnack( TCB) ;
} else {
TCB. Reason = "Protocol service CRC error";
}
} else {
TCB. Reason = "Protocol service CRC error";
}
if (TCB. Reason = "Protocol service CRC error") {
Clear the mssing PDU list in the TCB.
if (TCB.StatusXferd is not TRUE)
Bui | d- And- Send- Abort ( TCB) ;
}
}

Recei ve- a- | n- PDU( Connecti on, Current PDU)
check-basi c-validity(Current PDU);

i f (Header-Di gest-Bad) discard, return;
Retrieve TCB for CurrentPDU. I niti ator TaskTag.
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if ((CurrentPDU.type = Data)
or (CurrentPDU. type = R2T)) {
if (Data-Digest-Bad) {
send- dat a- SNACK = TRUE;
Last Requi redDat aSN = Current PDU. Dat aSN,;
} else {
if (TCB. SoFarl nOrder = TRUE) {
if (current DataSN is expected) {
| ncrenment TCB. Expect edDat aSN.
} else {
TCB. SoFar | nOrder = FALSE;
send- dat a- SNACK = TRUE;
}
} else {
if (current DataSN was considered m ssing) ({
renove current DataSN from m ssing PDU |ist.
} else if (current DataSN is higher than expected) {
send- dat a- SNACK = TRUE;
} else {
di scard, return;
}

Adj ust TCB. Expect edDat aSN i f appropri at e.

}
Last Requi redDat aSN = Current PDU. Dat aSN - 1;

if (send-data-SNACK is TRUE and
task is not already considered failed) {
Recover - Dat a-i f - Possi bl e( Last Requi r edDat aSN, TCB);

if (mssing data PDU list is enpty) {
TCB. SoFar | nOrder = TRUE;

if (CurrentPDU.type = R2T) {
I ncrenment ActiveR2Ts for this task.
Bui | d- And- Send- A- Dat a- Bur st (Connecti on, CurrentPDU, TCB);
}
} else if (CurrentPDU.type = Response) {
if (Data-Digest-Bad) {
send- st at us- SNACK = TRUE;
} else {
TCB. St atusXferd = TRUE;
Store the status information in TCB.
i f (ExpDat aSN does not match) {
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TCB. SoFar | nOrder = FALSE;

Recover-Dat a-i f- Possi bl e(current DataSN, TCB);
}
if (mssing data PDU list is enmpty) {

TCB. SoFar | nOrder = TRUE;
}

send- st at us- SNACK = Eval uat e- a- St at SN( Connect i on,

Current PDU. St at SN) ;

}
if (send-status-SNACK is TRUE)

Recover - St at us-i f - Possi bl e( Connecti on, Current PDU);
} else { /* REST UNRELATED TO W TH N- COMVAND- RECOVERY, NOT SHOMN */

}
if ((TCB. SoFarInOrder is TRUE) and

(TCB. StatusXferd is TRUE)) ({
SCSI - Task- Conpl eti on( TCB) ;

}

F.13.3 Target A gorithns

Recei ve- a- | n- PDU( Connecti on, Current PDU)
{
check-basi c-val idity(Current PDU);
i f (Header-Di gest-Bad) discard, return;
Retrieve TCB for CurrentPDU. I niti ator TaskTag.
if (CurrentPDU.type = Data) {
Retrieve TContext from Current PDU. Tar get Tr ansf er Tag;
if (Data-Digest-Bad) {
Bui | d- And- Send- Rej ect ( Connecti on, Current PDU,
Payl oad- Di gest-Error);
Note the m ssing data PDUs in M ssingDataRange[].
send-recovery-R2T = TRUE;
} else {
if (current DataSN is not expected) {
Note the m ssing data PDUs in M ssingDataRange[].
send-recovery- R2T = TRUE;
}
if (CurrentPDU. Fbit = TRUE) {
if (current PDUis solicited) {
Decrenent TCB. Acti veR2Ts.
}

if ((current PDU is unsolicited and
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data received is less than I/ 0O size and
data received is less than FirstBurstSize)
or {current PDUis solicited and the size of
this burst is |less than expected)) {
send-recovery-R2T = TRUE
Note the m ssing data in M ssingDataRange[].

}
}
| ncrement TCont ext . Expect edDat aSN.
if (send-recovery-R2T is TRUE and
task is not already considered failed) {
i f (Target RecoveryR2TEnabl ed is TRUE) {
| ncrement TCB. Acti veR2Ts.
Bui | d- And- Send- R2T( Connecti on, M ssi ngDat aRange, TCB);

} else {
if (current PDUis the |ast unsolicited)
TCB. Reason = "Not enough unsolicited data";
el se
TCB. Reason = "Protocol service CRC error”
}

}
if (TCB.ActiveR2Ts = 0) {
Bui | d- And- Send- St at us( Connecti on, TCB);
}
} else if (CurrentPDU.type = SNACK) ({
snack-failure = FALSE;
if (this is data retransm ssion request) {
i f (Target Dat aSNACKSupported) {
if (the request is satisfiable) {
Bui | d- And- Send- A- Dat a- Bur st (Current PDU, TCB);
} else {
snack-failure = TRUE;
}

} else {
snack-failure = TRUE
}

if (snack-failure is TRUE) {
Bui | d- And- Send- Rej ect (Connecti on, Current PDU
Dat a- SNACK- Rej ect) ;
if (TCB. StatusXferd is not TRUE) {
TCB. Reason = "SNACK Rej ect ed”;
Bui | d- And- Send- St at us( Connecti on, TCB);

Julian Satran Expi res August 2002 226



i SCSI 20- January- 02

}

} else {
Handl e- St at us- SNACK- r equest ( Connecti on, Current PDU)

}
} else { /* REST UNRELATED TO W TH N- COWWAND- RECOVERY, NOT SHOMN */

}
}

Tr ansf er - Cont ext - Ti meout - Handl er ( TCont ext)
{
Retrieve TCB and Connection from TCont ext .
Decrenment TCB. Acti veR2Ts.
if (Target Recover yR2TEnabl ed i s TRUE and
task is not already considered failed) {
Note the m ssing data PDUs in M ssingDataRange[].
Bui | d- And- Send- R2T( Connecti on, M ssi ngDat aRange, TCB);
} else {
TCB. Reason = "Protocol service CRC error”
if (TCB.ActiveR2Ts = 0) {
Bui | d- And- Send- St at us( Connecti on, TCB);
}

}
}

F.14 Wthin-connection Recovery Al gorithns
F.14.1 Procedure Descriptions

Procedure descriptions:
Recover - St at us-i f - Possi bl e(transport connecti on,
currently received PDU);
Eval uat e- a- St at SN(transport connection, current StatSN)
Ret ransm t - Conmand- i f - Possi bl e(transport connecti on, CndSN);
Bui | d- And- Send- SSnack(transport connection);
Bui | d- And- Send- Command(transport connection, task control bl ock);
Command- Acknow edge- Ti neout - Handl er (task control bl ock);
St at us- Expect - Ti meout - Handl er (t ransport connecti on);
Bui | d- And- Send- Nop- Qut (transport connecti on);
Handl e- St at us- SNACK- r equest (transport connection, status SNACK PDU)
Retransm t- St at us- Bur st (st atus SNACK, task control bl ock);
| s- Acknowl edged( begi nning StatSN, run size);

| npl enent ati on-specific tunables:
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I ni tiat or CommandRet r yEnabl ed, Initi ator StatusExpect NopEnabl ed, Initi-
at or Proacti veSNACKEnabl ed, Initi ator St at usSNACKEnabl ed, Tar get St a-
t usSNACKSupport ed.

Not es:

- The initiator algorithnms only deal with unsolicited Nop-In
PDUs for generating status SNACKs. Solicited Nop-In PDU has
an assigned StatSN, which, when out-of-order, could trigger
the out-of-order StatSN handling in Wthin-command al go-
rithns, again |eading to Recover-Status-if-Possible.

- The pseudo-code shown may result in the retransm ssion of
unacknowl edged comrands in nore cases than necessary. This
wi |l not however affect the correctness of the operation since
the target is required to discard the duplicate CnudSNs.

- The procedure Buil d- And- Send-Async is defined in the Connec-
tion recovery algorithns.

- The procedure Status-Expect-Ti neout-Handl er descri bes how
initiators may proactively attenpt to retrieve the Status if

t hey so choose. This procedure is assunmed to be triggered nmuch
before the standard ULP ti neout.

F.14.1.1 Initiator Algorithns

Recover - St at us-i f - Possi bl e( Connecti on, Current PDU)

{
if ((Connection.state = LOGGED_IN) and
connection is not already considered failed) {
if (InitiatorStatusSNACKEnabl ed) {
if (# of mssing PDUs is trackable) {
Note the mssing Stat SNs i n Connecti on;
Bui | d- And- Send- SSnack( Connect i on);
} else {
Connecti on. Per f or nmConnect i onCl eanup = TRUE
}
} else {
Connecti on. Per f or mConnect i onCl eanup = TRUE
}
i f (Connection. PerfornmConnectionC eanup is TRUE) {
Start-Ti mer (Connecti on-C eanup- Handl er, Connection, 0);
}
}
}
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Ret ransm t - Conmand- i f - Possi bl e( Connecti on, CndSN)
{
if (InitiatorCommandRet ryEnabl ed) {
Retrieve the InitiatorTaskTag, and thus TCB for the CrdSN.
Bui | d- And- Send- Conmmand( Connecti on, TCB);

}

Eval uat e- a- St at SN( Connecti on, Stat SN)
{
send- st at us- SNACK = FALSE;
if (Connection. SoFarl nOrder is TRUE) {
if (current StatSN is the expected) {
| ncrement Connecti on. Expect edSt at SN.
} else {
Connection. SoFar | nOrder = FALSE;
send- st at us- SNACK = TRUE;
}
} else {
if (current Stat SN was considered m ssing) {
renove current StatSN fromthe mssing |ist.
} else {
if (current Stat SN is higher than expected)(
send- st at us- SNACK = TRUE;
} else {
di scard, return;
}
}

Adj ust Connection. ExpectedStat SN i f appropri ate.
if (mssing StatSN list is enmpty) {
Connecti on. SoFar | nOrder = TRUE;
}
}

return send-stat us- SNACK;
}

Recei ve- a- | n- PDU( Connecti on, Current PDU)
{
check-basi c-val i dity(Current PDU);
i f (Header-Di gest-Bad) discard, return;
Retrieve TCB for CurrentPDU. I niti ator TaskTag.
if (CurrentPDU. type = Nop-In) {
if (the PDU is unsolicited) {
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if (current StatSN is not expected) {
Recover - St at us-i f - Possi bl e( Connecti on, Current PDU)
}
if (current ExpCmdSN i s not our Next CrdSN) {
Ret ransm t - Command- i f - Possi bl e( Connecti on,
Cur r ent PDU. ExpCdSN) ;
}
}
} else if (CurrentPDU.type = Reject) {
if (it is a data digest error on i medi ate data) {
Ret r ansm t - Conmand- i f - Possi bl e( Connecti on,
Cur r ent PDU. BadPDUHeader . CndSN) ;
}
} else if (CurrentPDU.type = Response) {
send- st at us- SNACK = Eval uat e- a- St at SN( Connect i on
Cur r ent PDU. St at SN)
i f (send-status-SNACK is TRUE)
Recover - St at us-i f - Possi bl e( Connecti on, Current PDU)
} else { /* REST UNRELATED TO W THI N- CONNECTI ON- RECOVERY,
* NOTI' SHOMWN */

}
}
Command- Acknow edge- Ti neout - Handl er ( TCB)
{
Retrieve the Connection for TCB.
Ret ransm t - Command- i f - Possi bl e( Connecti on, TCB. CndSN) ;
}
St at us- Expect - Ti meout - Handl er ( Connect i on)
{
if (InitiatorStatusExpect NopEnabl ed) ({
Bui | d- And- Send- Nop- Qut ( Connecti on);
} else if (InitiatorProacti veSNACKEnabl ed) {
if ((Connection.state = LOGGED_IN) and
connection is not already considered failed) {
Bui | d- And- Send- SSnack( Connecti on);
}
}
}

F.14.1.2 Target A gorithns
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Handl e- St at us- SNACK- r equest ( Connecti on, Current PDU)

{
i f (Target St at usSNACKSupported) {
if (request for an acknow edged run) {
Bui | d- And- Send- Rej ect ( Connecti on, Current PDU
Protocol -Error);
} else if (request for an untransmtted run) {
di scard, return;
} else {
Ret ransm t - St at us- Bur st (Current PDU, TCB)
}
} else {
Bui | d- And- Send- Async( Connecti on, DroppedConnecti on,
Logout Logi nM nTi nme, Logout Logi nMaxTi ne) ;
}
}

F.14.2 Connection Recovery Al gorithns
F.14.2.1 Procedure Descriptions

Bui | d- And- Send- Async(transport connection, reason code,
mnimumtinme, maxinumtine);
Pi ck- A- Logged- | n- Connecti on(sessi on);
Bui | d- And- Send- Logout (transport connection, |ogout connection
identifier, reason code);
Perform nmplicitLogout (transport connection, |ogout connection
identifier, target information);
Per f ormLogi n(transport connection, target information);
Cr eat eNewTr ansport Connection(target information);
Bui | d- And- Send- Command(transport connection, task control bl ock);
Connecti on- Cl eanup- Handl er (transport connecti on);
Connect i on- Resour ce- Ti meout - Handl er (transport connection);
Qui esce- And- Prepare-for-New Al | egi ance(session, task control bl ock);
Bui | d- And- Send- Logout - Response(transport connecti on,
CI D of connection in recovery, reason code);
Bui | d- And- Send- TaskMgnt - Response(transport connecti on,
task mgnt conmmand PDU, response code);
Est abl i sh- New Al | egi ance(task control bl ock, transport connection);
Schedul e- Conmand- To- Cont i nue(task control bl ock);

Not es:

- Transport exception conditions, such as unexpected connection
term nation, connection reset, and hung connection while the
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connectionis inthe full-feature phase, are all assunmed to be
asynchronously signaled to the i SCSI |ayer using the
Transport Excepti on_Handl er procedure.

F.14.2.2 Initiator Al gorithns

Recei ve- a- | n- PDU( Connecti on, Current PDU)
{
check-basi c-val i dity(Current PDU);
i f (Header-Di gest-Bad) discard, return;
Retrieve TCB from Current PDU. | ni ti at or TaskTag.
if (CurrentPDU. type = Async) {
i f (Current PDU. AsyncEvent = Connecti onDropped) {
Retrieve the AffectedConnection for CurrentPDU. Paraneter 1.
Af f ect edConnection. State = CLEANUP_WAI T;
} else if (CurrentPDU. AsyncEvent = Logout Request)) {
Retrieve the AffectedConnection for CurrentPDU. Paraneter 1.
Af f ect edConnection. State = LOGOUT REQUESTED,;
Af f ect edConnecti on. Perf or nConnecti onCl eanup = TRUE;
Start-Ti mer (Connecti on- C eanup- Handl er,
Af f ect edConnecti on, Current PDU. Par anet er 2) ;
} else if (CurrentPDU. AsyncEvent = SessionDropped)) {
for (each Connection) {
Connection. state = CLEANUP_VWAI T;
}

Session. state = FAl LED;
Start-Ti mer (Sessi on- Conti nuati on- Handl er,
Sessi on, Current PDU. Par anet er 2) ;
}

} else if (CurrentPDU.type = Logout Response) {
Retrieve the O eanupConnection for Current PDU. Cl D
if (Current PDU. Response = failure) {

Cl eanupConnection. State = CLEANUP_WAI T;
} else {
Cl eanupConnection. St ate = FREE;
}

} else if (CurrentPDU.type = Logi nResponse) {
if (thisis a response to an inplicit Logout) {
Retrieve the C eanupConnecti on.
if (successful) {
Cl eanupConnection. St ate = FREE;
Connection. State = LOGGED I N;
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} else {
A eanupConnection. State = CLEANUP_WAI T;
DestroyTransport Connecti on( Connecti on);

}

}
} else { /* REST UNRELATED TO CONNECTI ON- RECOVERY,
* NOT SHOWN */
}

i f (d eanupConnection. State = FREE) {
for (each command that was active on C eanupConnection) ({
/* Establish new connection allegiance */
NewConnecti on = Pi ck- A-Logged- | n- Connecti on( Sessi on);
Bui | d- And- Send- Conmmand( NewConnecti on, TCB);

}
}
}
Connect i on- C eanup- Handl er ( Connecti on)
{
Retrieve Session from Connecti on.
Start-Ti mer (Connecti on- Resour ce- Ti neout - Handl er,
Connecti on, Logout Logi nMaxTi ne) ;
if (Connection can still exchange i SCSI PDUs) {
NewConnecti on = Connecti on;
} else {
if (there are other |ogged-in connections) {
NewConnecti on = Pi ck- A-Logged- | n- Connecti on( Sessi on);
} else {
NewConnection =
Creat eTransport Connecti on( Sessi on. O her Endl nf 0) ;
Initiate an inplicit Logout on NewConnection for
Connection.CI D
return;
}
}
Bui | d- And- Send- Logout ( NewConnecti on, Connecti on. Cl D
Recover yRenove) ;
}
Transport _Excepti on_Handl er (Connecti on)
{

Connecti on. Perfor nConnecti onCl eanup = TRUE
if (the event is an unexpected transport disconnect) {
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Connection. State = CLEANUP_WAI T;
Start-Ti mer (Connecti on-C eanup- Handl er, Connecti on,
Logoout Logi nM nTi ne) ;

} else {
Connection. State = FREE
}

}

F.14.2.3 Target A gorithns

Recei ve- a- | n- PDU( Connecti on, Current PDU)
{
check- basi c-val i di ty( Current PDU)
i f (Header-Di gest-Bad) discard, return;
el se if (Data-Digest-Bad) {
Bui | d- And- Send- Rej ect ( Connecti on, Current PDU
Payl oad- Di gest-Error);
di scard, return;
}
Retrieve TCB and Sessi on.
if (CurrentPDU.type = Logout) {
i f (Current PDU. ReasonCode = RecoveryRenmove) {
Retrieve the C eanupConnection from Current PDU. Cl D).
for (each command active on C eanupConnection) {
Qui esce- And- Prepar e-f or - New Al | egi ance( Sessi on, TCB);
TCB. Currentl yAl | egi ant = FALSE;
}
Cl eanup- Connecti on- St at e( C eanupConnecti on);
if ((quiescing successful) and (cl eanup successful)) {
Bui | d- And- Send- Logout - Response( Connecti on,
Cl eanupConnection. Cl D, Sucess);
} else {
Bui | d- And- Send- Logout - Response( Connecti on,
Cl eanupConnection. CI D, Failure);
}
}
} else if (CurrentPDU.type = TaskManagenent) {
if (CurrentPDU. function = "TaskReassign") {
i f (Session. ErrorRecoverylLevel < 2) {
Bui | d- And- Send- TaskMgnt - Response( Connecti on,
Current PDU, "Task failover not supported");
} else if (task is not found) {
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Bui | d- And- Send- TaskMgnt - Response( Connecti on,
Current PDU, "Task not in task set");

} else if (task is currently allegiant) {

Bui | d- And- Send- TaskMgnt - Response( Connecti on,
Current PDU, "Task still allegiant");

} else {
Est abl i sh- New Al | egi ance(TCB, Connection);
TCB. Current | yAl | egi ant = TRUE;
Schedul e- Command- To- Cont i nue( TCB) ;

} }
} else { /* REST UNRELATED TO CONNECTI ON- RECOVERY,
* NOTI' SHOMWN */

}
}
Transport _Excepti on_Handl er (Connecti on)
{
Connecti on. Perf or nConnecti onCl eanup = TRUE;
if (the event is an unexpected transport disconnect) {
Connection. State = CLEANUP_WAI T;
Start-Ti mer (Connecti on- Resour ce- Ti neout - Handl er, Connecti on,
(Logout Logi nM nTi me+Logout Logi nM nTi ne) ) ;
if (this Session has full-feature phase connections left) {
D fferent Connection =
Pi ck- A- Logged- | n- Connecti on( Sessi on) ;
Bui | d- And- Send- Async(Di f f er ent Connecti on,
Dr oppedConnecti on, Logout Logi nM nTi ne,
Logout Logi nMaxTi ne) ;
}
} else {
Connection. State = FREE;
}
}
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