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Abst ract

For many years, a |ack of responsiveness, variously called |ag,

| atency, or bufferbloat, has been recogni zed as an unfortunate, but
common, synptomin today’ s networks. Even after a decade of work on
standardi zi ng technical solutions, it remains a comon problem for
the end users.

Everyone "knows" that it is "normal" for a video conference to have
probl ems when somebody el se at hone is watching a 4K novie or

upl oadi ng photos fromtheir phone. However, there is no technica
reason for this to be the case. |In fact, various queue managenent
sol utions have solved the probl em

Qur networks renmain unresponsive, not froma lack of technica
solutions, but rather a |lack of awareness of the problem and

depl oyment of its solutions. W believe that creating a tool that
neasures the problem and mat ches peopl e’ s everyday experience will
create the necessary awareness, and result in a demand for sol utions.

Thi s docunent specifies the "Responsiveness Test" for measuring
responsi veness. It uses comon protocol s and nechani sns to neasure
user experience specifically when the network is under working
conditions. The neasurenment is expressed as "Round-trips Per M nute"
(RPM and shoul d be included with throughput (up and down) and idle
latency as critical indicators of network quality.

Status of This Menp

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may al so distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Paasch, et al. Expi res 14 Septenber 2023 [ Page 1]



I nternet-Draft Responsi veness under Wbrki ng Conditions March 2023

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on 14 Septenber 2023.
Copyri ght Notice

Copyright (c) 2023 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunments (https://trustee.ietf.org/
license-info) in effect on the date of publication of this docunent.
Pl ease revi ew these docunments carefully, as they describe your rights
and restrictions with respect to this docunent. Code Conponents
extracted fromthis document nust include Revised BSD License text as
described in Section 4.e of the Trust Legal Provisions and are

provi ded without warranty as described in the Revised BSD License.
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1. Introduction

For many years, a |ack of responsiveness, variously called |ag,

| atency, or bufferbl oat, has been recogni zed as an unfortunate, but
conmon, synptomin today's networks [Bufferbloat]. Solutions |ike
fg_codel [RFC8290], PIE [ RFC8033] or L4S [RFC9330] have been
standardi zed and are to some extent w dely inpl enented.
Nevert hel ess, people still suffer from bufferbloat.

Al t hough significant, the inpact on user experience can be transitory
-- that is, its effect is not always visible to the user. Wenever a
network is actively being used at its full capacity, buffers can fil
up and create latency for traffic. The duration of those ful

buffers may be brief: a mediumsized file transfer, |ike an enai
attachment or upl oadi ng photos, can create bursts of |atency spikes.
An exanple of this is lag occurring during a videoconference, where a
connection is briefly shown as unstable.

These short-lived disruptions nake it hard to narrow down the cause
We believe that it is necessary to create a standardi zed way to
nmeasure and express responsiveness.

I ncl udi ng the responsi veness-under-wor ki ng-condi tions test anong
ot her neasurenents of network quality (e.g., throughput and idle
| atency) woul d rai se awareness of the problem and establish the
expectati on among users that their network providers depl oy

sol uti ons.

1.1. Term nol ogy

A word about the term"bufferbloat” -- the undesirable |atency that
cones froma router or other network equi pment buffering too nuch
data. This docunent uses the termas a general description of bad
| at ency, using nore precise wordi ng where warranted.

"Latency" is a poor neasure of responsiveness, because it can be hard
for the general public to understand. The units are unfamliar
("what is a mllisecond?") and counterintuitive ("100 nsec -- that
sounds good -- it's only a tenth of a second!").
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I nstead, we define the term"responsi veness under working conditions"
to make it clear that we are neasuring all, not just idle,

conditions, and use "round-trips per mnute" as the unit. The

advant age of using round-trips per mnute as the unit are two-fold:
First, it allows for a unit that is "the higher the better”. This
kind of unit is often nore intuitive for end-users. Second, the
range of the values tends to be around the 4-digit integer range
which is also a value easy to conpare and read, again allowing for a
nore intuitive use. Finally, we abbreviate the unit to "RPM', a wi nk
to the "revolutions per mnute" that we use for car engines.

Thi s docunent defines an algorithmfor the "Responsiveness Test" that
explicitly measures responsi veness under working conditions.

2. Design Constraints

There are many chal |l enges to defining neasurenents of the Internet:
the dynam c nature of the Internet, the diverse nature of the
traffic, the large nunber of devices that affect traffic, the
difficulty of attaining appropriate neasurenent conditions, diurna
traffic patterns, and changi ng routes.

In order to minimze the effects of these challenges, it's best to
keep the test duration relatively short.

TCP and UDP traffic, or traffic on ports 80 and 443, may take
significantly different paths over the network between source and
destination and be subject to entirely different Quality of Service
(QoS) treatnment. A good test will use standard transport-|ayer
traffic -- typical for people’ s use of the network -- that is subject
to the transport |ayer’s congestion control algorithns that m ght
reduce the traffic’'s rate and thus its buffering in the network.

Traditionally, one thinks of bufferbloat happening in the network,
i.e., on routers and switches of the Internet. However, the
net wor ki ng stacks of the clients and servers can have huge buffers.
Data sitting in TCP sockets or waiting for the application to send or
read causes artificial |atency, and affects user experience the sane
way as in-network bufferbloat.

Finally, it is crucial to recognize that significant queueing only
happens on entry to the | owest-capacity (or "bottl eneck") hop on a
network path. For any flow of data between two endpoints there is

al ways one hop al ong the path where the capacity avail able to that
flow at that hop is the | owest anpong all the hops of that flow s path
at that monent in tine. It is inmportant to understand that the

exi stence of a |owest-capacity hop on a network path and a buffer to
snooth bursts of data is not itself a problem 1In a heterogeneous
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network like the Internet it is inevitable that there nust
necessarily be some hop along the path with the | owest capacity for
that path. |f that hop were to be inproved, then sone other hop

woul d becorme the new | owest-capacity hop for that path. |In this
context a "bottleneck” should not be seen as a problemto be fixed,
because any attenpt to "fix" the bottleneck is futile -- such a "fix"

can never renove the existence of a bottleneck on a path; it just
noves the bottl eneck sonewhere else. Arguably, this heterogeneity of
the Internet is one of its greatest strengths. Allow ng individua
technol ogies to evolve and inprove at their own pace, w thout
requiring the entire Internet to change in | ock-step, has enabl ed
enornous i nprovenents over the years in technologies |like DSL, cable
nodens, Ethernet, and W-Fi, each advanci ng i ndependently as new
devel opnents becane ready. As a result of this flexibility we have
noved i ncrenmentally, one step at a time, from 56kb/s dial-up nodens
in the 1990s to G/s hone Internet service and Gb/s wireless
connectivity today.

Note that in a shared datagram network, conditions do not remain
static. The hop that is the current bottleneck may change from
nmonent to noment. For exanple, changes in simultaneous traffic may
result in changes to a flow s share of a given hop. A user noving
around may cause the W-Fi transmission rate to vary widely, froma
few Md/s when far fromthe Access Point, all the way up to Gb/s or
nore when close to the Access Point.

Consequently, if we wish to enjoy the benefits of the Internet’s
great flexibility, we need software that enmbraces and cel ebrates this
diversity and adapts intelligently to the varying conditions it
encount ers.

Because significant queueing only happens on entry to the bottl eneck
hop, the queue management at this critical hop of the path al nost
entirely determ nes the responsiveness of the entire flow If the
bottl eneck hop’s queue nmanagement al gorithm allows an excessively

| arge queue to form this results in excessively |arge delays for
packets sitting in that queue awaiting transm ssion, significantly
degradi ng overall user experience.

In order to discover the depth of the buffer at the bottl eneck hop
the proposed Responsiveness Test mmcs normal network operations and
data transfers, with the goal of filling the bottleneck buffer to
capacity, and then nmeasures the resulting end-to-end | atency under
these so-called working conditions. A well-managed bottl eneck queue
keeps its occupancy under control, resulting in consistently |ow
round-trip tinmes and consistently good responsiveness. A poorly
managed bottl eneck queue will not.
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3.

4.

CGoal s

The al gorithm described here defines a Responsiveness Test that
serves as a good proxy for user experience. Therefore:

1. Because today's Internet traffic primarily uses HITP/ 2 over TLS,
the test’s al gorithm should use that protocol

As a side note: other types of traffic are gaining in popularity
(HTTP/ 3) and/or are already being used widely (RTP). Traffic
prioritization and QoS rules on the Internet may subject traffic
to conpletely different paths: these could al so be neasured
separatel y.

2. Because the Internet is marked by the depl oynent of countless
m ddl eboxes like transparent TCP proxies or traffic
prioritization for certain types of traffic, the Responsiveness
Test algorithmnust take into account their effect on TCP-
handshake [ RFC0793], TLS-handshake, and request/response.

3. Because the goal of the test is to educate end users, the results
shoul d be expressed in an intuitive, nontechnical form and not
conmit the user to spend a significant amount of their time (we
target 20 seconds).

Measuri ng Responsi veness Under Wrking Conditions

Overall, the test to measure responsiveness under working conditions
proceeds in two steps:

1. Put the network connection into "working conditions"

2. Measure responsiveness of the network.

The foll owi ng explains how the former and the latter are achieved.
1. Working Conditions

VWhat are _the_ conditions that best enulate how a network connection
is used? There is no one true answer to this question. It is a
tradeoff between using realistic traffic patterns and pushing the
network to its limts.

The Responsiveness Test defines working conditions as the condition
where the path between the neasuring endpoints is utilized at its
end-to-end capacity and the queue at the bottleneck Iink is at (or
beyond) its maxi mum occupancy. Under these conditions, the network
connection’s responsiveness will be at its worst.
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The Responsi veness Test algorithmfor reaching working conditions
conbines nultiple standard HTTP transactions with very large data
objects according to realistic traffic patterns to create these
condi tions.

This allows to create a stable state of working conditions during
whi ch the bottleneck of the path between client and server has its
buffer filled up entirely, without generating DoS-like traffic
patterns (e.g., intentional UDP flooding). This creates a realistic
traffic mx representative of what a typical user’s network
experiences in normal operation

Finally, as end-user usage of the network evolves to newer protocols
and congestion control algorithns, it is inportant that the working
condi tions al so can evolve to continuously represent a realistic
traffic pattern.

4.1.1. Single-flowvs nmulti-flow

A single TCP connection nay not be sufficient to reach the capacity
and full buffer occupancy of a path quickly. Using a 4MB receive

wi ndow, over a network with a 32 nms round-trip time, a single TCP
connection can achieve up to 1G/s throughput. Additionally, deep
buf fers along the path between the two endpoints may be significantly
| arger than 4MB. TCP allows |arger receive w ndow sizes, up to 1GB
However, nost transport stacks aggressively limt the size of the
receive wi ndow to avoi d consumi ng too rmuch nenory.

Thus, the only way to achieve full capacity and full buffer occupancy
on those networks is by creating nmultiple connections, allowing to
actively fill the bottleneck’s buffer to achieve naxi mum wor ki ng
condi tions.

Even if a single TCP connection would be able to fill the

bottl eneck’s buffer, it may take sonme time for a single TCP
connection to ranp up to full speed. One of the goals of the
Responsi veness Test is to help the user quickly nmeasure their
network. As a result, the test nust |oad the network, take its
measurenents, and then finish as fast as possible.

Finally, traditional |oss-based TCP congestion control algorithmns
react aggressively to packet |oss by reducing the congestion w ndow.
This reaction (intended by the protocol design) decreases the
gueueing within the network, nmaking it harder to deternine the depth
of the bottleneck queue reliably.
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4.

1

The purpose of the Responsiveness Test is not to productively nove
data across the network in a useful way, the way a nornal application
does. The purpose of the Responsiveness Test is, as quickly as
possible, to sinulate a representative traffic load as if rea
applications were doing sustained data transfers, measure the
resulting round-trip tinme occurring under those realistic conditions.
Because of this, using nmultiple sinultaneous parallel connections

all ows the Responsiveness Test to conmplete its task nmore quickly, in
a way that overall is less disruptive and | ess wasteful of network
capacity than a test using a single TCP connection that woul d take

| onger to bring the bottleneck hop to a stable saturated state.

In this docunent, we inpose an upper bound on the nunber of paralle
| oad- generating connections to 16.

2. Parallel vs Sequential Uplink and Downli nk

Poor responsiveness can be caused by queues in either (or both) the
upstream and t he downstream direction. Furthernore, both paths may
differ significantly due to access link conditions (e.g., 5G
downstream and LTE upstream) or routing changes within the 1SPs. To
nmeasur e responsi veness under working conditions, the al gorithm nust
expl ore both directions.

One approach could be to neasure responsiveness in the uplink and
downlink in parallel. 1t would allow for a shorter test run-tine.

However, a nunber of caveats cone with neasuring in parallel

* Hal f-duplex links may not permt simnultaneous uplink and downlink
traffic. This restriction neans the test m ght not reach the
path’s capacity in both directions at once and thus not expose al
the potential sources of |ow responsiveness.

* Debuggability of the results becomes harder: During paralle
nmeasurenent it is inpossible to differentiate whether the observed
| at ency happens in the uplink or the downlink direction

Thus, we recommend testing uplink and downlink sequentially.
Parall el testing is considered a future extension.
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4.1.3. Achieving Full Buffer Uilization

The Responsi veness Test gradually increases the number of TCP
connections (known as | oad-generating connections) and measures
"goodput” (the sum of actual data transferred across all connections
inaunit of tine) continuously. By definition, once goodput is

maxi m zed, buffers will start filling up, creating the "standing
gueue" that is characteristic of bufferbloat. At this nonent the
test starts measuring the responsiveness until it, too, reaches

saturation. At this point we are creating the worst-case scenario
within the imts of the realistic traffic pattern.

The al gorithm notes that throughput increases rapidly until TCP
connections conplete their TCP slow start phase. At that point,
throughput eventually stalls, often due to receive w ndow
l[imtations, particularly in cases of high network bandw dth, high
network round-trip tinme, |low receive wi ndow size, or a conbination of
all three. The only neans to further increase throughput is by
addi ng nore TCP connections to the pool of |oad-generating

connections. |If new connections |eave the throughput the same, ful
link utilization has been reached. At this point, adding ore
connections will allow to achieve full buffer occupancy.

Responsi veness wil|l gradually decrease fromnow on, until the buffers
are entirely full and reach stability of the responsiveness as well.

4.2. Test paraneters

A nunber of paraneters serve as input to the test nethodol ogy. The
following lists their acronynms and default values. Hereafter the
detail ed description of the nethodology will explain how these
paraneters are being used. Experience has shown that these
paranmeters allow for a low runtinme and accurate results anbng a wide
range of environnents.
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[ ettty ooy ey
| Name | Explanation | Default |
| | | Val ue

| MAD | Moving Average Distance (nunber of intervals | 4

| | to take into account for the nmoving average) |

Fomm o o . +
| ID | Interval duration at which the algorithm | 1 |
| | reevaluates stability | second
Fomm e o - o m e e e e e e e e e e e e e e e e e e e e e e e e e e S +
| TMP | Trimed Mean Percentage to be trinmed | 95%

S R, o e m e e e e e e e e e e e e e e e e e e e e e e e e oo o - R +
| SDT | Standard Deviation Tol erance for stability | 5% |
| | detection |

S R o m o e e e e e e e e e e e e e e e e e e e e eea oo R +
| MNP | Maxi mum nunber of parallel transport-I|ayer | 16 |
| | connections |

S R, o e m e e e e e e e e e e e e e e e e e e e e e e e e oo o - R +
| MPS | Maxi mum responsiveness probes per second | 100 |
Fomm - - o m e e e e e e e e e e e e e e e e e ee e eaa oo Fomm e +
| PTC | Percentage of Total Capacity the probes are | 5% |
| | allowed to consune |

S R, o e m e e e e e e e e e e e e e e e e e e e mm e mm o - SR +

Table 1
4.3. Measuring Responsiveness

Measuring responsi veness whil e achieving working conditions is a
process of continuous neasurement. It requires a sufficiently |large
sanpl e-si ze to have confidence in the results.

The neasurenent of the responsiveness happens by sending probe-
requests. There are two types of probe requests:

1. A HITP GET request on a separate connection ("foreign probes").
This test minmics the time it takes for a web browser to connect
to a new web server and request the first elenent of a web page
(e.g., "index.htm "), or the startup time for a video stream ng
client to launch and begin fetching nedia.
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2. A HTTP CET request nultiplexed on the | oad-generating connections
("self probes"). This test nimcs the tine it takes for a video
streaming client to skip ahead to a different chapter in the sane
video stream or for a navigation client to react and fetch new
map tiles when the user scrolls the map to view a different area
In a well functioning systemfetching new data over an existing
connection should take less tine than creating a brand new TLS
connection fromscratch to do the same thing.

Foreign probes will provide 3 sets of data-points. First, the
duration of the TCP-handshake (noted hereafter as tcp_f). Second,
the TLS round-trip-tine (noted tls f). For this, it is inmportant to
note that different TLS versions have a different nunber of round-
trips. Thus, the TLS establishment time needs to be nornalized to
the nunber of round-trips the TLS handshake takes until the
connection is ready to transnmt data. And third, the HITP el apsed
time between issuing the GET request for a 1-byte object and
receiving the entire response (noted http f).

Sel f probes will provide a single data-point for the duration of tine
bet ween when the HTTP CGET request for the 1-byte object is issued on
the | oad-generating connection and the full HTTP response has been
received (noted http_s).

tcp_f, tls f, http f and http_s are all measured in mlliseconds.

The nore probes that are sent, the nore data avail able for
calculation. |In order to generate as nuch data as possible, the
Responsi veness Test specifies that a client issue these probes
regularly. There is, however, a risk that on | ow capacity networks
the responsiveness probes thenselves will consune a significant
amount of the capacity. Because the test mandates first saturating
capacity before probing for responsiveness, we are able to accurately
estimate how much of the capacity the responsi veness probes wl|l
consume and never send nore probes than the network can handl e.

Limting the data used by probes can be done by providing an estinate
of the nunber of bytes exchanged for a responsiveness probe. Taking
TCP and TLS overheads into account, we can estimate the amount of
dat a exchanged for a probe on a foreign connection to be around 5000
bytes. On | oad-generating connections we can expect an overhead of
no nore than 1000 bytes.
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Gven this information, we recomrend that each responsiveness probing
i nterval does not send nore than MPS (Maxi mum responsi veness Probes
per Second - default to 100) probes per second. The probes should be
spread out equally over the duration of the interval with an equa
split between foreign and different | oad-generating connections. For
the probes on | oad-generating connections, the connection should be
sel ected randomy for each probe.

This would result in a total anpunt of data per second of 300 KB or
2400Kb, meaning a total capacity utilization of 2400 Kbps for the
pr obi ng.

On hi gh-speed networks, this will provide a significant anount of
sanples, while at the sanme tine minimzing the probing overhead.
However, on severely capacity-constrai ned networks the probing
traffic could consune a significant portion of the avail able
capacity. The Responsiveness Test nust adjust its probing frequency
in such a way that the probing traffic does not consunme nore than PTC
(Percentage of Total Capacity - default to 5% of the available
capacity.

4.3.1. Aggregating the Measurements

The al gorithm produces sets of 4 tines for each probe, nanely: tcp_f,
tls f, http_f, http_ | (fromthe previous section). The

responsi veness evol ves over tinme as buffers gradually reach
saturation. Once the buffers are saturated responsiveness is stable
over tine. Thus, the aggregation of the neasurenents considers the

| ast MAD (Moving Average Distance - default to 4) intervals worth of
conpl et ed responsi veness probes.

Over the tineframe of these intervals a potentially |arge nunber of
sanmpl es has been collected. These nay be affected by noise in the
measurenents, and outliers. Thus, to aggregate these we suggest to
use a trimed nmean at the TMP (Tri nmed Mean Percentage - default to
959% percentile, thus providing the foll owi ng nunmbers: TMtcp f),

TMtls_f), TMhttp_f), TMhttp_l).
The responsiveness is then cal cul ated as the wei ghted nean:

Responsi veness = 60000 /
(1/6*(TMtcp_f) + TMtls f) + TMhttp f)) + 1/2*TM http_s))

Thi s responsi veness val ue presents round-trips per mnute (RPM.
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4.4. Final Al gorithm

Consi dering the previous two sections, where we explain what the
meani ng of working conditions is and the definition of

responsi veness, we can design the final algorithm In order to
neasure the worst-case |latency we need to transmt traffic at the
full capacity of the path as well as ensure the buffers are filled to
the maxi mum W can achieve this by continuously adding HTTP
sessions to the pool of connections in a ID (Interval duration -
default to 1 second) interval. This will ensure that we quickly
reach capacity and full buffer occupancy. First, the algorithm
reaches stability for the goodput. Once goodput stability has been
achi eved, responsiveness probes are being transmitted unti

responsi veness stability is reached.

We consider both, goodput and responsiveness to be stable, when the
standard devi ati on of the past MAD intervals is within SDT (Standard
Devi ati on Tol erance - default to 5% of the |last of the noving

aver ages.

The foll owing al gorithmreaches working conditions of a network by

usi ng HTTP/ 2 upl oad (POST) or downl oad (CGET) requests of infinitely

large files. The algorithmis the same for upload and downl oad and

uses the sanme term "l oad-generating connection" for each. The

actions of the algorithmtake place at regular intervals. For the

current draft the interval is defined as one second.

VWher e

* j: The index of the current interval. The variable i is
initialized to 0 when the al gorithm begins and increases by one
for each interval

* noving average aggregate goodput at interval p: The number of
total bytes of data transferred within interval p and the three
i medi ately preceding intervals, divided by four tinmes the
interval duration.

the steps of the algorithm are:

* Create a | oad-generating connection

* At each interval
- Create an additional |oad-generating connection.

- |If goodput has not saturated:
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o Conmpute the noving average aggregate goodput at interval
as current_aver age.

o If the standard devi ation of the past MAD average goodput
values is less than SDT of the current_average, declare
saturation and nove on to probe responsiveness.

- | f goodput has saturated:

o Compute the responsiveness at interval i as
current _responsiveness.

o |If the standard deviation of the past MAD responsiveness
values is less than SDT of the current _responsiveness,
decl are saturation and report current_responsiveness.

In Section 3, it is mentioned that one of the goals is that the test
finishes within 20 seconds. It is left to the inplenentation what to
do when stability is not reached within that time-franme. For

exanpl e, an inplenentation mght gather a provisional responsiveness
nmeasurenment or let the test run for |onger

Finally, if at any point one of these connections term nates with an
error, the test should be aborted.

4.4.1. Confidence of test-results

As described above, a tool running the algorithmtypically defines a
time-limt for the execution of each of the stages. For exanple, if
the tool allocates a total run-tine of 40 seconds, and it executes a
full downlink followed by a uplink test, it may allocate 10 seconds
to each of the saturation-stages (downlink capacity saturation
downl i nk responsiveness saturation, uplink capacity saturation
upl i nk responsi veness saturation).

As the different stages nay or may not reach stability, we can define
a "confidence score" for the different netrics (capacity and
responsi veness) the nethodol ogy was able to neasure.

We define "Low' confidence in the result if the algorithmwas not
even able to execute 4 iterations of the specific stage. Meaning,
the noving average is not taking the full wi ndow into account.

We define "Mediuni confidence if the algorithmwas able to execute at

least 4 iterations, but did not reach stability based on standard
devi ation tol erance.
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We define "Hi gh" confidence if the algorithmwas able to fully reach
stability based on the defined standard deviation tol erance.

It nust be noted that depending on the chosen standard deviation

tol erance or other paranmenters of the methodol ogy and the network-
environnent it may be that a neasurenment never converges to a stable
point. This is expected and part of the dynam c nature of networking
and the acconpanyi ng nmeasurenent inaccuracies. Wich is why the

i mportance of inposing a time-limt is so crucial, together with an
accurate depiction of the "confidence" the methodol ogy was able to
gener at e.

5. Interpreting responsiveness results

The descri bed net hodol ogy uses a high-level approach to neasure
responsi veness. By executing the test with regular HITP requests a
nunber of el enents cone into play that will influence the result.
Contrary to nore traditional neasurenent nethods the responsiveness
netric is not only influenced by the properties of the network but
can significantly be influenced by the properties of the client and
the server inplenentations. This section describes how the different
el ements influence responsiveness and how a user nay differentiate

t hem when debuggi ng a networ k.

5.1. El enents influencing responsiveness

Due to the HTTP-centric approach of the measurenent nethodol ogy a
nunber of factors conme into play that influence the results. Nanely,
the client-side networking stack (fromthe top of the HTTP-1ayer al
the way down to the physical |ayer), the network (including potentia
transparent HTTP "accel erators”), and the server-side networking
stack. The follow ng outlines how each of these contributes to the
responsi veness.

5.1.1. dient side influence
As the driver of the neasurenment, the client-side networking stack

can have a large influence on the result. The biggest influence of
the client cones when measuring the responsiveness in the uplink

direction. Load-generation will cause queue-buildup in the transport
| ayer as well as the HITP layer. Additionally, if the network’s
bottleneck is on the first hop, queue-buildup will happen at the

| ayers bel ow the transport stack (e.g., NIC firmare).

Each of these queue buil d-ups may cause | atency and thus | ow

responsi veness. A well designed networking stack woul d ensure that
gueue-buil dup in the TCP layer is kept at a bare mnimumwth
solutions |like TCP_NOTSENT LOMT [draft-ietf-tcpmrfc793bis]. At the
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HTTP/ 2 layer it is inportant that the | oad-generating data is not
interfering with the | atency-neasuring probes. For exanple, the
different streans should not be stacked one after the other but
rather be allowed to be multiplexed for optinal |atency. The queue-
bui |l dup at these layers would only influence | atency on the probes
that are sent on the | oad-generating connections.

Bel ow the transport |ayer nany places have a potential queue build-
up. It is inmportant to keep these queues at reasonabl e sizes or that
they inplement techniques |ike FQ Codel. Depending on the techniques
used at these layers, the queue build-up can influence |atency on
probes sent on | oad-generating connections as well as separate
connections. If flowqueuing is used at these |layers, the inpact on
separate connections will be negligible.

5.1.2. Network influence

The network obviously is a large driver for the responsiveness
result. Propagation delay fromthe client to the server as well as
gqueuing in the bottleneck node will cause |atency. Beyond these
traditional sources of latency, other factors may influence the
results as well. Many networks depl oy transparent TCP Proxies,
firewal | s doi ng deep packet-inspection, HITP "accelerators”,... As
the net hodol ogy relies on the use of HITP/ 2, the responsiveness
nmetric will be influenced by such devices as well.

The network will influence both kinds of |atency probes that the
responsi veness tests sends out. Depending on the network’s use of
Smart Queue Management and whether this includes flow queuing or not,
the | atency probes on the | oad-generating connections may be

i nfluenced differently than the probes on the separate connections.

5.1.3. Server side influence

Finally, the server-side introduces the same kind of influence on the
responsi veness as the client-side, with the difference that the
responsi veness will be inpacted during the downlink | oad generation.

5.2. Root-causi ng Responsi veness

Once a responsiveness result has been generated one m ght be tenpted
totry to localize the source of a potential |ow responsiveness. The
responsi veness neasurenment is however ainmed at providing a quick
top-1evel view of the responsiveness under working conditions the way
end- users experience it. Localizing the source of |ow responsiveness
i nvol ves however a set of different tools and nethodol ogi es.
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Nevert hel ess, the Responsiveness Test allows to gain sonme insight
into what the source of the latency is. The previous section

descri bed the elenents that influence the responsiveness. Fromthere
it becane apparent that the | atency neasured on the | oad-generating
connections and the | atency neasured on separate connections may be
different due to the different el enents.

For exanple, if the latency neasured on separate connections is much
| ess than the | atency nmeasured on the | oad-generating connections, it
is possible to narrow down the source of the additional |atency on
the | oad-generating connections. As long as the other el enents of
the network don’t do fl ow queueing, the additional |atency nust cone
fromthe queue build-up at the HTTP and TCP layer. This is because
all other bottlenecks in the network that nmay cause a queue buil d-up
will be affecting the | oad-generating connections as well as the
separate | atency probing connections in the sane way.

6. Responsiveness Test Server API

The responsiveness measurenent is built upon a foundation of standard
protocols: IP, TCP, TLS, HITP/2. On top of this foundation, a

m ni mal amount of new "protocol" is defined, nmerely specifying the
URLs that used for GET and PUT in the process of executing the test.

Both the client and the server MJUST support HTTP/2 over TLS. The
client MJUST be able to send a GET request and a POST. The server
MJST be able to respond to both of these HTTP commands. The server
MJUST have the ability to provide content upon a GET request. The
server MJST use a packet scheduling algorithmthat mnimzes interna
gueueing to avoid affecting the client’s neasurenent.

As clients and servers beconme depl oyed that use L4S congestion
control (e.g., TCP Prague with ECT(1) packet marking), for their
normal traffic when it is available, and fall back to traditiona

| oss- based congestion controls (e.g., Reno or CUBIC) otherw se, the
sanme strategy SHOULD be used for Responsiveness Test traffic. This
i's RECOWENDED so that the synthetic traffic generated by the
Responsi veness Test mimics real-world traffic for that server.

Del ay- based congestion-control algorithns (e.g., Vegas, FAST, BBR)
SHOULD NOT be used for Responsiveness Test traffic because they take
much | onger to discover the depth of the bottleneck buffers. Delay-
based congestion-control algorithns seek to nmtigate the effects of
buf ferbl oat, by detecting and responding to early signs of increasing
round-trip delay, and reduci ng the anbunt of data they have in flight
before the bottl eneck buffer fills up and overflows. In a world
where bufferbloat is comopn, this is a pragmatic mitigation to all ow
software to work better in that environment. However, that approach
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does not fix the underlying problemof bufferbloat; it nerely avoids
it in sone cases, and allows the problemin the network to persist.
For a diagnostic tool made to identify synptons of bufferbloat in the
network so that they can be fixed, using a transport protoco
explicitly designed to mask those synptons woul d be a poor choice,
and would require the test to run for nmuch longer to deliver the sane
results.

The server MJIST respond to 4 URLs:

1. A "small" URL/response: The server nust respond with a status
code of 200 and 1 byte in the body. The actual message content
is irrelevant. The server SHOULD specify the content-type as
application/octet-stream The server SHOULD mninize the size
in bytes, of the response fields that are encoded and sent on the
wire.

2. A "large" URL/response: The server nust respond with a status
code of 200 and a body size of at |east 8GB. The server SHOULD
specify the content-type as application/octet-stream The body
can be bigger, and may need to grow as network speeds increases
over tine. The actual nessage content is irrelevant. The client
wi || probably never completely downl oad the object, but wll
i nstead cl ose the connection after reaching working condition and
nmaki ng its measurenents.

3. An "upload" URL/response: The server nust handl e a POST request
with an arbitrary body size. The server should discard the
payl oad. The actual POST nessage content is irrelevant. The
client will probably never conpletely upload the object, but wll
i nstead cl ose the connection after reaching working condition and
maki ng its measurenents.

4. A .well-known URL [ RFC8615] which contains configuration
information for the client to run the test (See Section 7,
bel ow. )

The client begins the responsiveness nmeasurenment by querying for the
JSON [ RFC8259] configuration. This supplies the URLs for creating
the | oad-generating connections in the upstream and downstream
direction as well as the small object for the | atency neasurenents.
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7.

7.

Responsi veness Test Server Discovery

It nakes sense for a service provider (either an application service
provider like a video conferencing service or a network access
provider like an I SP) to host Responsiveness Test Server instances on
their network so custoners can determ ne what to expect about the
quality of their connection to the service offered by that provider
However, when a user perforns a Responsiveness Test and deternines
that they are suffering from poor responsiveness during the
connection to that service, the |ogical next questions mght be,

1. "What’'s causing ny poor performance?"

2. "ls it poor buffer nmanagenent by ny | SP?"

3. "lIs it poor buffer management in nmy home W-Fi Access point?"
4. "Something to do with the service provider?"

5. "Sonething el se entirely?"

To help an end user answer these questions, it will be useful for

test clients to be able to easily discover Responsiveness Test Server
i nstances running in various places in the network (e.g., their hone
router, their W-Fi access point, their ISP s head-end equi pnent,
etc).

Consi der this exanple scenario: A user has a cable nbodem service

of fering 100 Md/s downl oad speed, connected via gigabit Ethernet to
one or nore W-Fi access points in their hone, which then offer
service to W-Fi client devices at different rates dependi ng on

di stance, interference fromother traffic, etc. By having the cable
nodem itself host a Responsiveness Test Server instance, the user can
then run a test between the cable nodem and their conputer or

smart phone, to help isolate whether bufferbloat they are experiencing
is occurring in equi pnent inside the hone (like their W-Fi access
poi nts) or sonewhere outside the hone.

1. Well-Known Uni form Resource ldentifier (URI) For Test Server
Di scovery

Any organi zation that wi shes to host their own instance of a
Responsi veness Test Server can advertise that capability by hosting
at the network quality well-known URI a resource whose content type
is application/json and contains a valid JSON object mneeting the
following criteria:
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{
"version": 1,
"urls": {
"l arge_downl oad_url ":"https://ng. exanpl e. com api /v1/I arge"
"smal | _downl oad_url ":"https://ng. exanpl e. com api /vl/small",
"upl oad_url": "https://nqg. exanpl e. com api / v1l/ upl oad"
"test _endpoint": "hostnanmel23. provider.conf
}

The server SHALL specify the content-type of the resource at the
wel | -known URI as application/json.

The content of the "version" field SHALL be "1". [Integer val ues
greater than "1" are reserved for future versions of this protocol
The content of the "large_download url", "small_downl oad_url", and

"upload_url" SHALL all be validly formatted "http" or "https" URLs.
See above for the semantics of the fields. Al of the fields in the
sanpl e configuration are required except "test _endpoint”. If the
test server provider can pin all of the requests for a test run to a
specific host in the service (for a particular run), they can specify
that host name in the "test_endpoint” field.

For purposes of registration of the well-known URlI [RFC8615], the

application nanme is "nq". The nmedia type of the resource at the
wel | -known URI is "application/json" and the format of the resource
is as specified above. The UR schene is "https". No additiona

pat h conponents, query strings or fragments are valid for this well-
known URI.

7.2. DNS-Based Service Discovery for Test Server Discovery

To further aid the test client in discovering instances of the
Responsi veness Test Server, organizations wishing to host their own

i nstances of the Test Server MAY advertise their availability using
DNS- Based Service Discovery [ RFC6763] using conventional, unicast DNS
[ RFC1034] or nulticast DNS [ RFC6762] on the organization network’s

[ ocal link(s).

The Responsi veness Test Service instances should advertise using the
service type [RFC6335] "_ng._tcp". Population of the appropriate DNS
zone with the relevant unicast discovery records can be perforned
automatically using a Discovery Proxy [ RFC8766], or in sone scenarios
sinply by having a human admi ni strator manually enter the required
records.
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7.

2.

10.

11.

1. Exanple

An obscure service provider hosting a Responsiveness Test Server

i nstance for their organization (obs.cr) on the "rpmobs.cr" host
woul d return the follow ng answers to PTR and SRV conventi onal DNS
qgueri es:

$ nslookup -qg=ptr _nq. _tcp.obs.cr.

Non- aut horitative answer:

_nqg._tcp.obs.crname = rpm _nq. _tcp.obs.cr.

$ nsl ookup -g=srv rpm _ng._tcp. obs.cr

Non- aut horitative answer:

rpm _ng. _tcp.obs.crservice = 0 0 443 rpm obs. cr

G ven those conventional DNS query responses, the client would
proceed to access the rpmobs.cr host on port 443 at the .well-known/
ng well-known URI to begin the test.

Security Considerations
TBD

| ANA Consi derations

| ANA has been requested to record the service type " _ng. _tcp"
(Network Quality) for advertising and di scovery of Responsiveness
Test Server instances.
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Appendi x A.  Exanpl e Server Configuration

This section shows fragments of sanple server configurations to host
an responsi veness neasurenent endpoint.

A. 1. Apache Traffic Server

Apache Traffic Server starting at version 9.1.0 supports
configuration as a responsiveness server. It requires the generator
and the statichit plugin.

The sanple remap configuration file then is:

map https://ng. exanpl e. com api/vl/ config \
http://1ocal host/ \
@! ugi n=statichit.so \
@par ame--fil e- pat h=confi g. exanpl e. com json \
@par am=- - m me-t ype=appl i cati on/j son

map https://ng. exanpl e.con api/vl/large \
http://1 ocal host/cache/ 8589934592/ \
@! ugi n=generat or. so

map https://ng. exanpl e. com api/vl/ small \
http://1 ocal host/cache/ 1/ \
@ ugi n=generator. so

map https://ng. exanpl e. com api /v1l/ upl oad \
http://1 ocal host/ \
@l ugi n=generator. so
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