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Abstract

Thi s document descri bes flow and service informati on nodel for
Determ nistic Networking (DetNet). These nodels are defined for IP
and MPLS Det Net data pl anes

Status of This Meno

This Internet-Draft is submtted in full confornmance with the
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Internet-Drafts are working docunents of the Internet Engineering
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Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 9, 2020.
Copyright Notice

Copyright (c) 2019 I ETF Trust and the persons identified as the
docurment authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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include Sinplified BSD License text as described in Section 4.e of
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1. Introduction

A Determnistic Networking (DetNet) service provides a capability to
carry a unicast or a nulticast data flow for an application with
constrai ned requirements on network performance, e.g., |ow packet

| oss rate and/or latency. DetNet and TSN have conmmon architecture as
expressed in [| ETFDet Net] and [I-D.ietf-detnet-architecture]. The
Det Net service is provided for DetNet flows via the Det Net service
and forwarding sub-1layers.

Det Net service is P or MPLS and DetNet is currently defined for IP
and MPLS networks as shown in Figure 1 based on Figure 2 and Figure 3
of [I-D.ietf-detnet-data-plane-framework]. A DetNet flow includes
one or nore App-flow(s) as payload. App-flows can be Ethernet, MPLS,
or IP flows, which inpacts what header fields are use in order to
identify a flow DetNet flows are created by Det Net encapsul ati on of
App-flowm(s) (e.g., with added MPLS | abels, etc.). |In sonme scenarios
App-flow and Det Net flow look simlar on the wire (e.g., L3 App-flow
over a DetNet |IP network).

foem - +
| TSN |
S + S +- +
| DNIP | | DN MPLS |
S S S +- +
| TSN| DNMPLS| | TSN| DN IP |
Fomm - Fomm e o + Fomm - fommme e +

Figure 1. DetNet Service Exanples as per Data Pl ane FrameworKk
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As shown in Figure 1 as per [I-D.ietf-detnet-data-plane-framnework] a
Det Net flow can be treated as an application |evel flow (App-flow)
e.g., at DetNet flow aggregation or in a sub-network that

i nterconnects Det Net nodes.

The DetNet flow and service information nodel provided by this
docunent contains both DetNet flow and App-flow specific information
in an integrated fashion.

In a given network scenario three information nodels can
di sti ngui shed:

o Flow nodel s describe characteristics of data flows. These nodels
describe in detail all relevant aspects of a flow that are needed
to support the flow properly by the network between the source and
t he destination(s).

0 Service nodels describe characteristics of services being provided
for data flows over a network. These nodels can be treated as a
net wor k operat or i ndependent information nodel.

o Configuration nodels describe in detail the settings required on
network nodes to serve a data flow properly.

Service and flow information nodels are used between the user and the
network operator. Configuration information nodels are used between
t he managenent/control plane entity of the network and the network
nodes. They are shown in Figure 2.

User Net wor k Oper at or
fl ow service
I\ i nfo nodel +---+
A N > | X | managenent/ contro
- +-+-+ pl ane entity
N
| configuration
| i nfo nodel
S +
v | |
+- + | v Net wor k
+- + v +-+ nodes
+-+ -+

+- +

Figure 2: Usage of Information nodels (flow, service and
configuration)
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1

1

2.

2.

Det Net fl ow and service information nodel is based on
[I-D.ietf-detnet-architecture] and on the concept of data nodel

speci fied by [I EEEB021Qcc]. Furthernore, the starting point of the
Det Net flow informati on nodel was the flow identification
possibilities described in [| EEE8021CB], which is used by

[ EEEB021Qcc] as well. 1In addition to TSN data nodel, [|EEE8021Qcc]
al so specifies configuration of TSN features (e.g., traffic
schedul i ng specified by [I EEE8021Cbv]). Due to the conmon
architecture and fl ow nodel, configuration features can be |everaged
in certain deploynment scenarios, e.g., when the network that provides
the DetNet service includes both L3 and L2 network segnents.

1. GCoals

As it is expressed in the Charter [IETFDet Net], the Det Net WG

col |l aborates with IEEE 802.1 TSN in order to define a conmmon
architecture for both Layer 2 and Layer 3, which is beneficial for
various reasons, e.g., in order to sinplify inplenentations. The
fl ow and service information nodels should be also aligned al ong
those lines. Therefore, the DetNet flow and service infornmation
nodel s described in this docunent are based on [| EEE8021Qcc], which
is an anendnent to [| EEE8021Q .

Thi s docunent intends to specify flow and service information nodel s
only.
2. Non Coal s

Thi s docunent (this revision) does not intend to specify either flow
data nodel or DetNet configuration. Fromthese aspects, the goals of
this docunment differ fromthe goals of [|IEEE8021Qcc], which al so
speci fies data nodel and configuration of certain TSN features.

Ter m nol ogy
1. Terns Used in This Docunent

Thi s docunent uses the term nol ogy established in the Det Net
architecture [I-D.ietf-detnet-architecture] and the the Det Net Data
Pl ane Framework [1-D.ietf-detnet-data-plane-framework]. The reader
is assuned to be famliar with these docunents and any term nol ogy
defined therein. The DetNet <=> TSN dictionary of
[I-D.ietf-detnet-architecture] is used to performtranslation from
[ EEEB021Qcc] to this document.

The followi ng term nology is used according to
[I-D.ietf-detnet-architecture]:
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App-fl ow The payl oad (data) carried over a DetNet service.

Det Net flow A DetNet flowis a sequence of packets which conform
uniquely to a flowidentifier, and to which the Det Net
service is to be provided. It includes any Det Net
headers added to support the Det Net service and
forwardi ng sub-| ayers.

The following term nology is introduced in this docunent:
Sour ce Ref erence point for an App-flow, where the flow starts.

Desti nation Ref erence point for an App-flow, where the flow
t er m nat es.

DN | ngress Ref erence point for DetNet flow, where it starts.
Net wor ki ng technol ogy specific encapsul ati on may be
added here to the served App-flow(s).

DN Egress Ref erence point for DetNet flow, where it term nates.
Net wor ki ng technol ogy specific encapsul ati on may be
removed here fromthe served App-flow(s).

2.2. Abbreviations

The foll ow ng abbreviations are used in this docunent:

Det Net Det er mi ni stic NetworKki ng.

DN Det Net .

MPLS Mul ti protocol Label Sw tching.
PSN Packet Swi tched NetworKk.

TSN Ti me- Sensi tive NetworKki ng.

2.3. Nam ng Conventions
The foll ow ng nam ng conventions were used for nam ng informtion
nodel conponents in this docunent. It is reconmmended that extensions
of the nodel use the sane conventions.
o Names SHOULD be descriptive.

o Nanes MJST start with uppercase letters.
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o Conposed nanes MJST use capital letters for the first letter of
each conponent. All other letters are | owercase, even for
acronynms. Exceptions are made for acronyns containing a mxture
of | owercase and capital letters, such as |IPv6. Exanples are
Sour ceMacAddr ess and Desti nati onl Pv6Addr ess.

2.4. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT*, "RECOMVENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here.

3. DetNet Domain and its Mbddeling
3. 1. Det Net Service Overvi ew

The Det Net service can be defined as a service that provides a
capability to carry a unicast or a nmulticast data flow for an
application with constrai ned requirenents on network performance,
e.g., low packet |loss rate and/or | atency.

Figure 5. and Figure 8. in [I-D.ietf-detnet-architecture] show the
Det Net service related reference points and mai n conponents.

3.2. Reference Points Used in Mdeling

From servi ce desi gn perspective a fundanental question is the
| ocation of the service/flow endpoints, i.e., where the service/flow
starts and ends.

App-flow specific reference points are the Source (where it starts)
and the Destination (where it termnates). Simlarly a DetNet flow
have reference points nanmed as DN I ngress (where it starts) and DN
Egress (where it ends). These reference points may coexist in the
sanme node (e.g., in a DetNet IP end systen). DN Ingress and DN
Egress reference points are internediate reference points for a
served App-flow.

Al reference points are assuned in this docunent to be packet-based
reference points. A DN Ingress may add and a DN Egress may renove
net wor ki ng technol ogy specific encapsulation to/fromthe served App-
flowms) (e.g., MPLS label (s), UDP and |IP headers).
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3. 3. Informati on El enents

The DetNet flow informati on nodel and the service nodel relies on
three groups of information el enents:

o App-flow related paramaters: they describe the App-fl ow
characteristics (e.g., identification, encapsulation, traffic
speci fication, endpoints, status, etc.) and the App-fl ow
requirenents (e.g., delay, loss, etc.).

0 DetNet flow related paraneters: they describe the DetNet fl ow
characteristics (e.g., identification, format, traffic
speci fication, endpoints, rank, etc.).

o0 DetNet service related paraneters: they describe the expected
service characteristics (e.g., delivery type, connectivity del ay/
| oss, status, rank, etc.).

In the informati on nodel a DetNet flow contains one or nore App-flows
(N: 1 mapping). During DetNet aggregation the aggregated Det Net fl ows
are treated as App-flows and the aggregate is the DetNet flow, which
provides N.1 mapping. Simlarly, there is a M1 relationship of

Det Net flow(s) and a Det Net Service.

4. App-flow Rel ated Paraneters
Determnistic service is required by tinme/loss sensitive
application(s) running on an end system during conmunication with its
peer(s). Such a data exchange has various requirenments on del ay and/
or | oss paraneters.
4.1. App-flow Characteristics
App-flow characteristics are described with the foll owi ng paraneters:
o FlowmD: it is a unique (managenent) identifier of the App-flow
It can be used to define the N:1 mapping of App-flows to a Det Net
flow.

o Flowlype: it is set according to the encapsul ation format of the
flow It can be Ethernet (TSN), MPLS, or IP

o DataFl owSpecification: it is a flow descriptor, defining which

packets belongs to a flow using, e.g., Flowlype specific packet
header fields |ike src-addr, dst-addr, |abel, VLAN-ID, etc.
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4.

5.

2.

o TrafficSpecification: it is a flow descriptor, defining traffic
paraneters |ike packet size, interval, and nmax. packets per
interval .

o FloweEndpoints: it defines the start and term nation reference
poi nts of the App-flow by pointing to the source interface/node
and destination interface(s)/node(s).

o FlowStatus: it provides the status of the App-flow with respect to
t he establishment of the flow by the network, e.g., ready, failed,
etc.

o FlowRank: it provides the rank of this flowrelative to other
flows in the network.

App-fl ow Requi rements
App-flow requirenments are described with the foll ow ng paraneters:

o FlowRequirements: it defines the requirenent of the App-flow
regardi ng bandwi dth, |atency, |latency variation, |oss, and
m sorder tol erance.

o FlowBiDr: it defines the requirenent of the App-flow whether it
has to be routed together with other App-flow(s) through the
network, e.g., to provide congruent paths in the two directions.

Det Net Fl ow Rel at ed Par aneters

Dat a nodel specified by [| EEEB021Qcc] describes data flows using TSN
service as periodic flows with fix packet size (i.e., Constant Bit
Rate (CBR) flows) or with variable packet size. The sanme concept is
appl yed for flows using DetNet service.

Latency and | oss paraneters are correl ated because the effect of late
delivery can result data |oss for an application. However, not al
applications require hard limts on both paranmeters (latency and

| oss). For exanple, sone real-tinme applications allow graceful
degradation if |oss happens (e.g., sanple-based processing, nedia
distribution). Sone others may require high-bandw dth connections

t hat nake the usage of techniques |ike packet replication
econom cal ly chal |l engi ng or even inpossible. Sone applications nay
not tolerate | oss, but are not |atency sensitive (e.g., bufferless
sensors). Tinme/loss sensitive applications may have sonmewhat speci al
requi renents especially for loss (e.g., no loss in two consecutive
comuni cation cycles; very |ow outage tine, etc.).

Det Net flows have the follow ng attri butes:
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a. DnFlowl D (Section 5.1)
b. DnPayl oadType (Section 5.2)
c. DnFl owFormat (Section 5.3)
d. DnFl owSpecification (Section 5.4)
e. DnTrafficSpecification (Section 5.5)
f. DnFl owEndpoi nts (Section 5.6)
g. DnFl owRank (Section 5.7)
h. DnFl owSt atus (Section 5.8)
Det Net flows have the follow ng requirenent attributes:
0 DnFl owRequi renents (Section 5.9)
o DnFlowBi Dir (Section 5.10)
Flow attri butes are described in the follow ng sections.
5.1. Managenent |D of the DetNet Flow
A uni que (managenent) identifier is needed for each Det Net fl ow
within the Det Net domain. It is specified in DnFlowmD. It can be
used to define the M1 mapping of DetNet flows to a Det Net service.

5.2. Payload type of the DetNet Flow

DnPayl oadType attribute is set according to encapsul ated App-fl ow
format. The attribute can be Ethernet, MLS, or IP

5. 3. Format of the Det Net Fl ow

DnFl owFormat attribute is set according to Det Net PSN technol ogy.
The attribute can be MPLS or IP

5.4. ldentification and Specification of DetNet Flows
Identification options for DetNet flows at the |Ingress/Egress and

within the Det Net domain are specified as follows; see Section 5.4.1
for Det Net MPLS flows and Section 5.4.2 for DetNetw I P fl ows.
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5.4.1. DetNet MPLS Flow Identification and Specification
Identification of DetNet MPLS flows within the Det Net domain are used
in the service information nodel. The attributes are specific to the
MPLS forwardi ng paradigmw thin the Det Net donain
[I-D.ietf-detnet-npls]. DetNetwork MPLS flows can be identified and
specified by the follow ng attri butes:
a. SLabel
b. FLabel St ack

5.4.2. DetNet IP Flow Identification and Specification

DetNet IP flows can be identified and specified by the foll ow ng
attributes (6-tuple) [I-D.ietf-detnet-ip]:

a. Sourcel pAddress
b. Destinationl pAddress
c. | Pv6Fl owLabel
d. Dscp
e. Protoco
f. SourcePort
g. DestinationPort

5.5. Traffic Specification of the DetNet Flow
DnTrafficSpecification attributes specify how the DN I ngress
transmts packets for the DetNet flow This is effectively the
prom se/ request of the DN Ingress to the network. The network uses
this traffic specification to allocate resources and adjust queue
paranmeters in network nodes.

TrafficSpecification has the follow ng attributes:

a. Interval: the period of tinme in which the traffic specification
cannot be exceeded.

b. MaxPacketsPerlnterval: the maxi num nunber of packets that the
Ingress will transmt in one Interval.
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c. MaxPayl oadSi ze: the maxi mum payl oad size that the Ingress wll
transmt.

These attributes can be used to describe any type of traffic (e.qg.,
CBR, VBR, etc.) and can be used during resource allocation to
represent worst case scenari os.

[[Editor’s note (to be renoved froma future revision): Further
optional attributes can be considered to achieve nore efficient
resource allocation. Such optional attributes m ght be worth for
flows with soft requirenents (i.e., the flowis only |oss sensitive
or only delay sensitive, but not both d el ay-and-loss sensitive).
Possi bl e options how to extend DnTrafficSpecification attributes is
for further discussion. ]]

5.6. Endpoints of the DetNet Fl ow

DnFl oweEndpoi nts attribute defines the starting and term nation
reference points of the DetNet flow by pointing to the ingress

i nterface/ node and egress interface(s)/node(s). Depending on the
network scenario it defines an interface or a node. Interface can be
defined for exanple if the App-flowis a TSN Streamand it is

recei ved over a well defined UNI interface. For exanpe for App-flows
wi th MPLS encapsul ation defining an ingress node is nore conmon when
per platform|abel space is used.

5.7. Rank of the DetNet Flow
DnFl owRank provides the rank of this flowrelative to other flows in
t he Det Net domain. Rank (range: 0-255) is used by the DetNet domain
to deci de which flows can and cannot exi st when network resources
reach their limt. Rank is used to help to determ ne which flows can
be dropped (i.e., renpoved fromnode configuration) if for exanple a

port of a node becomes oversubscribed (e.g., due to network re-
configuration).

5.8. Status of the Det Net Fl ow

DnFl owSt at us provi des the status of the DetNet flow with respect to
t he establishment of the flow by the Det Net domain.

The DnFl owSt atus SHALL include the follow ng attributes:

a. DnlngressStatus is an enuneration for the status of the flow s
I ngress reference point:

* None: no Ingress.
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* Ready: Ingress is ready.
* Failed: Ingress failed.
* QutOFService: Adm nistratively bl ocked.

DnEgressStatus is an enuneration for the status of the flow s
Egress reference points:

*  None: no Egress.

* Ready: all Egresses are ready.

* Partial Failed: One or nore Egress ready, and one or nore
Egress failed. The DetNet flow can be used if the Ingress is
Ready.

* Failed: Al Egresses failed.

* QutOFService: Admnistratively bl ocked.

Fai | ureCode: A non-zero code that specifies the problemif the

Det Net flow encounters a failure (e.g., packet replication and

elimnation is requested but not possible, or DnlngressStatus is

Fail ed, or DnEgressStatus is Failed, or DnEgressStatus is
Parti al Fail ed).

[[Editor’s note (to be renoved froma future revision): FailureCodes
to be defined for DetNet. Table 46-1 of [|EEE8021Qcc] descri bes TSN

f ai

ure codes.]]

5.9. Requirenents of the DetNet Fl ow

DnFl
t he

The
a.

b.

Far kas,

owRequi rements specifies requirenents to ensure proper serving of
Det Net fl ow.

DnFl owRequi renments includes the follow ng attributes:
M nBandwi dt h

MaxLat ency

MaxLat encyVari ati on

MaxLoss

MaxConsecut i veLossTol er ance
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f. MaxM sordering
5.9.1. M ninmum Bandwi dth of the Det Net Fl ow

M nBandwi dth is the m ni nrum bandwi dth that has to be guaranteed for
t he Det Net fl ow.

5.9.2. WMaxi num Latency of the DetNet Flow

MaxLat ency is the maxi mum | atency fromlngress to Egress(es) for a
singl e packet of the DetNet flow. MaxLatency is specified as an
i nt eger nunber of nanoseconds.

5.9.3. Maxi num Latency Variation of the DetNet Flow

MaxLat encyVariation is the difference between the mninmum and the
maxi mum end-t o- end one-way | at ency.

5.9.4. Maxi nrum Loss of the Det Net Fl ow

MaxLoss defines the maxi num Packet Loss Ratio (PLR) requirenent for
the Det Net fl ow between the Ingress and Egress(es).

5.9.5. Maxi num Consequtive Loss of the DetNet Flow

Sonme applications have special |oss requirenent, |ike
MaxConsecut i veLossTol erance. The maxi mnum consecutive | 0oss tol erance
par anet er descri bes the maxi mum nunber of consecutive packets whose

| oss can be tolerated. The maxi mum consecutive | oss tol erance can be
nmeasured for exanpl e based on sequence nunber.

5.9.6. Maxi num M sordering Tol erance of the Det Net Fl ow

MaxM sordering descri bes the tol erabl e maxi mum nunber of packets that
can be received out of order. The maxi num all owed m sordering can be
nmeasured for exanple based on sequence nunber. The value zero for

t he maxi mum al |l owed m sordering indicates that in order delivery is
requi red, m sordering cannot be tolerated.

5.10. BiDr requirenment of the DetNet Flow
DnFlowBi Dir attribute defines the requirenment whether the served
packets have to be routed together with packets of other flows

t hrough the Det Net domain, e.g., to provide congruent paths in the
two directions.

Far kas, et al. Expi res January 9, 2020 [ Page 14]



I nternet-Draft Det Net Fl ow I nformati on Model July 2019

6. DetNet Service Related Paraneters
Det Net service have the followi ng attributes:
a. DnServicelD (Section 6.1)
b. DnServiceDeliveryType (Section 6.2)
c. DnServiceDeliveryProfile (Section 6.3)
d. DNServiceConnectivity (Section 6.4)
e. DnServiceBiDir (Section 6.5)
f. DnServiceRank (Section 6.6)
g. DnServiceStatus (Section 6.7)
Service attributes are described in the follow ng sections.
6.1. Managenent |ID of the Det Net service
A uni que (managenent) identifier is needed for each Det Net service
within the DetNet domain. It is specified in DnServicelD. It can be
used to define the M1 mapping of DetNet flows to a DetNet service.
6.2. Delivery Type of the Det Net service
DnServi ceDel i veryType attribute is set according to the payl oad of
the served DetNet flow (i.e., the encapsul ated App-flow format). The
attribute can be Ethernet, MPLS, or IP
6.3. Delivery Profile of the DetNet Service

DnServi ceDel i veryProfile specifies delivery profile to ensure proper
serving of the DetNet flow.

The DnServiceDeliveryProfile includes the follow ng attributes:
a. M nBandw dt h

b. MaxLat ency

c. MaxLatencyVariation

d. MaxLoss

e. MaxConsecut i veLossTol er ance
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f. MaxM sordering
6.3.1. M ninmm Bandwi dth of the Det Net Service

M nBandwi dth is the m ni nrum bandwi dth that has to be guaranteed for
t he Det Net service.

6.3.2. Maxi mum Latency of the DetNet Service

MaxLat ency is the maxi mum | atency fromlngress to Egress(es) for a
singl e packet of the DetNet flow. MaxLatency is specified as an
i nt eger nunber of nanoseconds.

6.3.3. Maxi mum Latency Variation of the DetNet Service

MaxLat encyVariation is the difference between the mninmum and the
maxi mum end-t o- end one-way | at ency.

6. 3. 4. Maxi mum Loss of the Det Net Service

MaxLoss defines the maxi num Packet Loss Ratio (PLR) paraneter for the
Det Net service between the Ingress and Egress(es) of the Det Net
domai n.

6.3.5. Maxi num Consequtive Loss of the Det Net Service

Some applications have special |oss requirenent, |ike

MaxConsecuti veLossTol erance. The maxi mum consecutive | oss tol erance
par anet er describes the maxi mum nunber of consecutive packets whose

| oss can be tolerated. The maxi mum consecutive | oss tol erance can be
measured for exanpl e based on sequence nunber.

6.3.6. Maxi mum M sordering Tol erance of the Det Net Service

MaxM sordering describes the tol erabl e maxi mum nunber of packets that
can be received out of order. The maximum all owed m sordering can be
measured for exanpl e based on sequence nunber. The value zero for

t he maxi mum al |l owed m sordering indicates that in order delivery is
required, msordering cannot be tolerated.

6.4. Connectivity Type of the DetNet Service
Two connectivity types are distinguished: point-to-point (p2p) and
poi nt-to-nmultipoint (p2np). Connectivity type p2np is created by a

transport |ayer function (e.g., p2np LSP). (Note: np2np connectivity
is a superposition of p2np connections.)
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6.5. BiDr requirenment of the DetNet Service
DnServiceBiDir attribute defines the requirenent whether the served
packets have to be routed together with packets of other service
i nstances through the Det Net domain, e.g., to provide congruent paths
in the two directions.

6.6. Rank of the DetNet Service
DnServi ceRank attribute provides the rank of a service instance
relative to other services in the DetNet domain. DnServiceRank
(range: 0-255) is used by the network in case of network resource
limtation scenari os.

6.7. Status of the DetNet Service
DnServi ceStatus information group includes elenents that specify the
status of the service specific state of the DetNet domain. This
information group inforns the user whether or not the service is
ready for use.
The DnServiceStatus SHALL include the followi ng attri butes:

a. DnServicelngressStatus is an enuneration for the status of the
service's |ngress:

* None: no Ingress.

* Ready: lIngress is ready.

* Failed: Ingress failed.

*  QutOFService: Administratively bl ocked.

b. DnServiceEgressStatus is an enuneration for the status of the
service' s Egress:

*  None: no Egress.

* Ready: all Egresses are ready.

* Partial Failed: One or nore Egress ready, and one or nore
Egress failed. The DetNet flow can be used if the Ingress is
Ready.

* Failed: Al Egresses failed.

* QutOFService: Administratively bl ocked.
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c. DnServiceFailureCode: A non-zero code that specifies the problem
if the Det Net service encounters a failure (e.g., packet
replication and elimnation is requested but not possible, or
DnServi cel ngressStatus is Failed, or DnServiceEgressStatus is
Fai |l ed, or DnServiceEgressStatus is Partial Fail ed).

[[Editor’s note (to be renoved froma future revision):
DnServi ceFai | ureCodes to be defined for DetNet service. Table 46-1
of [l EEE8021Qcc] describes TSN failure codes.]]

7. Flow Specific Operations

The DetNet flow information nodel relies on three high Ievel
i nformation groups:

0 Dnlngress: The Dnlngress information group includes el enents that
specify the source for a single DetNet flow This information
group is applied fromthe user of the DetNet service to the
net wor k.

0 DnEgress: The DnEgress information group includes el enents that
specify the destination for a single DetNet flow. This
information group is applied fromthe user of the DetNet service
to the network.

0 DnFlowStatus: The status information group includes el enents that
specify the status of the flowin the network. This infornmation
group is applied fromthe network to the user of the Det Net
service. This information group inforns the user whether or not
the DetNet flowis ready for use.

There are three possible operations for each DetNet flow with respect
to its DetNet service at a DN Ingress or a DN Egress (simlarly to
App-flows at a Source or a Destination):
o Join: DN Ingress/DN Egress intends to join the flow
o Leave: DN Ingress/DN Egress intends to | eave the flow.
o Mdify: DN Ingress/DN Egress intends to change the flow
7.1. Join Operation
For the join operation, the DnFl owSpecification, DnFl owRank,
DnFl owendpoi nt, and DnTraffi cSpecification SHALL be included within

t he Dnlngress or DnEgress information group. For the join operation,
t he DnServi ceRequi renents groups MAY be i ncl uded.
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7.

7.

10.

11.

11.

Leave QOperation

For the | eave operation, the DnFl owSpecificati on and DnFl owEndpoi nt
SHALL be included within the Dnlngress or DnEgress information group.

Modi fy Operation

For the nodify operation, the DnFl owSpecification, DnFl owRank,

DnFl owendpoi nt, and DnTraffi cSpecification SHALL be included wthin

t he Dnlngress or DnEgress information group. For the join operation,
t he DnServi ceRequi renents groups MAY be i ncl uded.

Modi fy operation can be considered to address cases when a flowis
slightly changed, e.g., only MaxPayl oadSi ze (Section 5.5) has been
changed. The advantage of having a Modify is that it allows to
initiate a change of flow spec while leaving the current flowis
operating until the change is accepted. |If there is no |inkage
between the Join and the Leave, then in figuring out whether the new
fl ow spec can be supported, the controller entity has to assune that
the resources committed to the current flow are in use. Via Mdify
the controller entity knows that the resources supporting the current
fl ow can be avail able for supporting the altered flow Mdify is
considered to be an optional operation due to possible controller

pl ane limtations.

Sunmmary

Thi s document descri bes Det Net flow i nformati on nodel and service
i nformati on nodel for DetNet |IP networks and Det Net MPLS net wor ks.

| ANA Consi derati ons
N A.

Security Considerations
N A.
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