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Abstract

Thi s docunment provides the overall architecture for Determnistic
Net wor ki ng (Det Net), which provides a capability to carry specified
uni cast or nulticast data flows for real-tinme applications with
extrenely low data | oss rates and bounded | atency within a network
domai n. Techni ques used include: 1) reserving data plane resources
for individual (or aggregated) DetNet flows in sonme or all of the

i nternedi ate nodes along the path of the flow, 2) providing explicit
routes for DetNet flows that do not inmmediately change with the
network topol ogy; and 3) distributing data from Det Net flow packets
over time and/or space to ensure delivery of each packet’s data in
spite of the loss of a path. DetNet operates at the IP |ayer and
delivers service over sub-network technol ogi es such as MPLS and | EEE
802.1 Tinme-Sensitive Networking (TSN)

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on June 22, 2019.
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1. Introduction

Thi s docunment provides the overall architecture for Determnistic
Net wor ki ng (Det Net), which provides a capability for the delivery of
data flows with extrenely | ow packet |oss rates and bounded end-t o-
end delivery latency. DetNet is for networks that are under a single
adm ni strative control or within a closed group of adm nistrative
control; these include canpus-w de networks and private WANs. Det Net
is not for large groups of domains such as the Internet.

Det Net operates at the IP layer and delivers service over sub-network
t echnol ogi es such as MPLS and | EEE 802.1 Ti ne-Sensitive Networking
(TSN). DetNet acconplishes these goals by dedicating network
resources such as |ink bandwi dth and buffer space to DetNet flows
and/ or classes of DetNet flows, and by replicating packets al ong

mul tiple paths. Unused reserved resources are available to non-

Det Net packets as long as all guarantees are fulfill ed.

The Determ nistic Networking Problem Statenent
[I-D.ietf-detnet-problemstatenent] introduces Determnistic

Net wor ki ng, and Determ nistic Networking Use Cases
[I-D.ietf-detnet-use-cases] summari zes the need for it. See
[I-D.ietf-detnet-dp-sol-npls] and [I-D.ietf-detnet-dp-sol-ip] for
specific techniques that can be used to identify DetNet flows and
assign themto specific paths through a network.

A goal of DetNet is a converged network in all respects. That is,

the presence of DetNet flows does not preclude non-DetNet flows, and
the benefits offered DetNet flows should not, except in extrene
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2.

2.

1

cases, prevent existing Quality of Service (QS) nechanisnms from
operating in a normal fashion, subject to the bandwi dth required for
the Det Net flows. A single source-destination pair can trade both
Det Net and non-Det Net flows. End systens and applications need not
instantiate special interfaces for DetNet flows. Networks are not
restricted to certain topol ogies; connectivity is not restricted.
Any application that generates a data flow that can be usefully
characterized as having a maxi rum bandw dth shoul d be able to take
advant age of DetNet, as long as the necessary resources can be
reserved. Reservations can be nade by the application itself, via
net wor k managenent, by an application’s controller, or by other
nmeans, e.g., a dynamc control plane (e.g., [RFC2205]). QoS

requi renents of DetNet flows can be net if all network nodes in a
Det Net domai n i npl ement Det Net capabilities. DetNet nodes can be

i nterconnected with different sub-network technol ogi es

(Section 4.1.2), where the nodes of the subnet are not Det Net aware
(Section 4.1.3).

Many applications that are intended to be served by Determ nistic
Net working require the ability to synchroni ze the clocks in end
systens to a sub-m crosecond accuracy. Sone of the queue control

t echni ques defined in Section 4.5 also require tinme synchronization
anong network nodes. The neans used to achieve tine synchronization
are not addressed in this docunment. DetNet can accommodate vari ous
time synchronization techniques and profiles that are defined

el sewhere to address the needs of different market segnents.

Ter m nol ogy
Terns used in this docunent

The followng terns are used in the context of DetNet in this
docunent :

al l ocation
Resources are dedicated to support a DetNet flow Dependi ng
on an inplenentation, the resource may be reused by non-
Det Net flows when it is not used by the Det Net flow.

App- 1 ow
The native fornmat of a Det Net fl ow.

Det Net conpound fl ow and Det Net menber fl ow
A Det Net conpound flowis a DetNet flow that has been
separated into nultiple duplicate Det Net nenber flows for
service protection at the DetNet service sub-layer. Menber
flows are nerged back into a single DetNet conpound flow such
that there are no duplicate packets. "Conpound" and "nenber"
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are strictly relative to each other, not absolutes; a Det Net
conmpound flow conprising nultiple DetNet nenber flows can, in
turn, be a nmenber of a higher-order conpound.

Det Net destination
An end system capable of term nating a Det Net flow.

Det Net domai n
The portion of a network that is DetNet aware. It includes
end systens and Det Net nodes.

Det Net edge node
An instance of a DetNet relay node that acts as a source and/
or destination at the DetNet service sub-layer. For exanple,
it can include a DetNet service sub-layer proxy function for
Det Net service protection (e.g., the addition or renoval of
packet sequencing information) for one or nore end systens,
or starts or term nates resource allocation at the Det Net
forwardi ng sub-1layer, or aggregates DetNet services into new
Det Net flows. It is analogous to a Label Edge Router (LER)
or a Provider Edge (PE) router.

Det Net fl ow
A DetNet flowis a sequence of packets fromone source to one
or nore destinations, which conformuniquely to a flow
identifier, and to which the DetNet service is to be
provi ded.

Det Net forwardi ng sub-1ayer
The Det Net | ayer that optionally provides resource allocation
for DetNet flows over paths provided by the underlying
net wor k.

Det Net i nternedi ate node
A DetNet relay node or DetNet transit node.

Det Net node

A Det Net edge node, a DetNet relay node, or a DetNet transit
node.

Det Net rel ay node
A Det Net node including a service sub-layer function that
i nterconnects different DetNet forwarding sub-layer paths to
provi de service protection. A DetNet relay node participates
in the Det Net service sub-layer. It typically incorporates
Det Net forwardi ng sub-layer functions as well, in which case
it is collocated wwth a transit node.
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Det Net service sub-| ayer
The Det Net sub-layer at which A DetNet service, e.g., service
protection is provided.

Det Net service proxy
Maps between App-flows and Det Net fl ows.

Det Net source
An end system capable of originating a Det Net flow.

Det Net system
A Det Net aware end system transit node, or relay node.
"DetNet" may be omtted in sonme text.

Det Net transit node
A Det Net node operating at the DetNet forwarding sub-Iayer,
that utilizes link |ayer and/or network |ayer sw tching
across nmultiple links and/or sub-networks to provide paths
for Det Net service sub-layer functions. Typically provides
resource allocation over those paths. An MPLS LSR is an
exanple of a DetNet transit node.

Det Net - UN

User-to-Network Interface with Det Net specific
functionalities. It is a packet-based reference point and
may provide nmultiple functions |ike encapsul ation, status,
synchroni zation, etc.

end system

l'i nk

PEF

PRF

Comonly called a "host" in | ETF docunents, and an "end
station" is | EEE 802 docunments. End systens of interest to
this docunent are either sources or destinations of DetNet
flows. And end system nmay or nay not be Det Net forwarding
sub-1ayer aware or Det Net service sub-layer aware.

A connection between two Det Net nodes. It may be conposed of
a physical link or a sub-network technol ogy that can provide
appropriate traffic delivery for DetNet flows.

A Packet Elimnation Function (PEF) elimnates duplicate
copi es of packets to prevent excess packets flooding the
network or duplicate packets being sent out of the Det Net
domai n. PEF can be inplenented by a Det Net edge node, a
Det Net relay node, or an end system

A Packet Replication Function (PRF) replicates DetNet flow
packets and forwards themto one or nore next hops in the
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Det Net domain. The nunber of packet copies sent to the next
hops is a DetNet flow specific paraneter at the point of
replication. PRF can be inplenmented by a Det Net edge node, a
Det Net rel ay node, or an end system

PREOF Col | ective nanme for Packet Replication, Elimnation, and
Ordering Functions.

POF A Packet Ordering Function (POF) re-orders packets within a
Det Net flow that are received out of order. This function
can be inplenented by a Det Net edge node, a DetNet relay
node, or an end system

reservation
The set of resources all ocated between a source and one or
nore destinations through Det Net nodes and subnets associ at ed
wth a DetNet flow, to provide the provisioned Det Net
servi ce.

2.2. |1EEE 802.1 TSN to DetNet dictionary

This section also serves as a dictionary for translating fromthe

terms used by the Tine-Sensitive Networking (TSN) Task G oup

[ EEE802. 1TSNTG of the IEEE 802.1 WG to those of the DetNet WG

Li st ener
The | EEE 802.1 termfor a destination of a DetNet fl ow

relay system
The | EEE 802.1 termfor a DetNet internedi ate node.

Stream
The | EEE 802.1 termfor a DetNet fl ow

Tal ker
The | EEE 802.1 termfor the source of a Det Net flow

3. Providing the DetNet Quality of Service
3.1. Primary goals defining the Det Net QoS
The DetNet Quality of Service can be expressed in terns of:
0 M ninmum and maxi mum end-to-end | atency from source to destination;

timely delivery, and bounded jitter (packet delay variation)
derived fromthese constraints.
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o Packet loss ratio, under various assunptions as to the operational
states of the nodes and |inks.

0 An upper bound on out-of-order packet delivery. It is worth
noting that sonme Det Net applications are unable to tolerate any
out - of -order delivery.

It is a distinction of DetNet that it is concerned solely with worst-
case values for the end-to-end latency, jitter, and m sorderi ng.

Aver age, nmean, or typical values are of little interest, because they
do not affect the ability of a real-tine systemto performits tasks.
In general, a trivial priority-based queuing schenme wll give better

average latency to a data flow than Det Net; however, it may not be a

sui table option for DetNet because of its worst-case |atency.

Three techniques are used by DetNet to provide these qualities of
servi ce:

0 Resource allocation (Section 3.2.1).
0o Service protection (Section 3.2.2).
o Explicit routes (Section 3.2.3).

Resource all ocation operates by assigning resources, e.g., buffer
space or link bandwdth, to a DetNet flow (or flow aggregate) al ong
its path. Resource allocation greatly reduces, or even elimnates
entirely, packet |oss due to output packet contention within the
network, but it can only be supplied to a DetNet flowthat is limted
at the source to a maxi num packet size and transm ssion rate. Note

t hat congestion control provided via congestion detection and
notification [RFC3168] is explicitly excluded from consideration in
Det Net, as it serves a different set of applications.

Resource all ocation addresses two of the DetNet QoS requirenents:

| atency and packet |loss. Gven that Det Net nodes have a finite
amount of buffer space, resource allocation necessarily results in a
maxi mum end-to-end latency. It also addresses contention rel ated
packet | oss.

O her inportant contribution to packet |oss are random nedia errors
and equi pnent failures. Service protection is the nane for the
mechani snms used by DetNet to address these | osses. The nechani sns
enpl oyed are constrained by the requirenment to neet the users’

| atency requirenments. Packet replication and elimnation

(Section 3.2.2) and packet encoding (Section 3.2.2.3) are described
in this docunent to provide service protection; others may be found.
For instance, packet encoding can be used to provide service
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protection agai nst random nedi a errors, packet replication and
elimnation can be used to provide service protection agai nst

equi pnent failures. This mechanismdistributes the contents of

Det Net flows over nmultiple paths in time and/or space, so that the
| oss of sone of the paths does need not cause the |oss of any
packet s.

The paths are typically (but not necessarily) explicit routes, so
that they do not normally suffer tenporary interruptions caused by
t he convergence of routing or bridging protocols.

These three techni ques can be applied i ndependently, giving eight
possi bl e conbi nati ons, including none (no DetNet), although sone
conbi nations are of wider utility than others. This separation keeps
t he protocol stack coherent and nmaxim zes interoperability with

exi sting and devel oping standards in this (I ETF) and ot her Standards
Devel opment Organi zations. Sone exanpl es of typical expected

conbi nati ons:

o Explicit routes plus service protection are exactly the techniques
enpl oyed by seam ess redundancy nechani sns applied on a ring
t opol ogy as described, e.g., in [IEC62439-3-2016]. 1In this
exanple, explicit routes are achieved by limting the physical
topol ogy of the network to a ring. Sequentialization,
replication, and duplicate elimnation are facilitated by packet
tags added at the front or the end of Ethernet franmes. [RFC8227]
provi des anot her exanple in the context of MPLS.

0 Resource allocation alone was originally offered by | EEE 802. 1
Audi o Video bridging [|I EEEB02. 1BA]. As long as the network
suffers no failures, packet |oss due to output packet contention
can be elimnated through the use of a reservation protocol (e.g.,
Mul ti ple Stream Regi stration Protocol [|EEE802.1Q 2018]), shapers
in every bridge, and proper dinmensioning.

0 Using all three together gives maxi num protection.

There are, of course, sinpler nethods avail able (and enpl oyed, today)
to achieve levels of |atency and packet |oss that are satisfactory
for many applications. Prioritization and over-provisioning is one
such techni que. However, these nethods generally work best in the
absence of any significant anount of non-critical traffic in the
network (if, indeed, such traffic is supported at all), or work only
if the critical traffic constitutes only a small portion of the
network’s theoretical capacity, or work only if all systens are
functioning properly, or in the absence of actions by end systens
that disrupt the network’ s operations.

Finn, et al. Expires June 22, 2019 [ Page 9]



I nternet-Draft Det erm ni stic Networking Architecture Decenber 2018

There are any nunber of nethods in use, defined, or in progress for
acconpl i shing each of the above techniques. It is expected that this
Det Net Architecture will assist various vendors, users, and/or
"vertical" Standards Devel opnment Organi zations (dedicated to a single
i ndustry) to nmake sel ections anong the avail abl e neans of

i npl ementi ng Det Net net works.

3.2. Mechanisns to achi eve Det Net QoS
3.2.1. Resource allocation
3.2.1.1. Elimnate contention | oss

The primary nmeans by which Det Net achieves its QoS assurances is to
reduce, or even conpletely elimnate packet |oss due to output packet
contention within a Det Net node as a cause of packet loss. This can
be achieved only by the provision of sufficient buffer storage at
each node through the network to ensure that no packets are dropped
due to a lack of buffer storage. Note that a DetNet flow cannot be
throttled, i.e., its transm ssion rate cannot be reduced via explicit
congestion notification [ RFC3168].

Ensuri ng adequate buffering requires, in turn, that the source, and
every DetNet node along the path to the destination (or nearly every
node, see Section 4.3.3) be careful to regulate its output to not
exceed the data rate for any DetNet flow, except for brief periods
when making up for interfering traffic. Any packet sent ahead of its
time potentially adds to the nunber of buffers required by the next
hop Det Net node and may thus exceed the resources allocated for a
particul ar Det Net fl ow.

The | ow | evel nmechani snms described in Section 4.5 provide the
necessary regul ation of transm ssions by an end system or Det Net node
to provide resource allocation. The allocation of the bandw dth and
buffers for a DetNet flow requires provisioning. A DetNet node may
have ot her resources requiring allocation and/ or scheduling, that

m ght ot herw se be over-subscribed and trigger the rejection of a
reservation

3.2.1.2. Jitter Reduction

A core objective of DetNet is to enable the convergence of sensitive
non-1 P networks onto a comon network infrastructure. This requires
t he accurate enul ation of currently deployed m ssion-specific

net wor ks, which for exanple rely on point-to-point analog (e.g.,

4- 20mA nodul ation) and serial-digital cables (or buses) for highly
reliable, synchronized and jitter-free comrunications. Wile the

| at ency of analog transmi ssions is basically the speed of |ight,
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| egacy serial links are usually slow (in the order of Kbps) conpared
to, say, G gE, and sone latency is usually acceptable. Wat is not
acceptable is the introduction of excessive jitter, which nmay, for

i nstance, affect the stability of control systens.

Applications that are designed to operate on serial links usually do
not provide services to recover the jitter, because jitter sinply
does not exist there. DetNet flows are generally expected to be
delivered in-order and the precise time of reception influences the
processes. |In order to converge such existing applications, there is
a desire to enulate all properties of the serial cable, such as clock
transportation, perfect flowisolation and fixed latency. Wile
mnimal jitter (in the formof specifying mninmnum as well as

maxi mum end-to-end | atency) is supported by DetNet, there are
practical limtations on packet-based networks in this regard. In
general , users are encouraged to use, instead of, "do this when you
get the packet," a conbination of:

0 Sub-m crosecond time synchronization anong all source and
destination end systens, and

o Tine-of-execution fields in the application packets.

Jitter reduction is provided by the nmechani sns described in
Section 4.5 that also provide resource allocation.

3.2.2. Service Protection

Service protection ains to mtigate or elimnate packet |oss due to
equi pnent failures, random nedi a and/ or nenory faults. These types
of packet |oss can be greatly reduced by spreading the data over

mul tiple disjoint forwarding paths. Various service protection

nmet hods are described in [ RFC6372], e.g., 1+1 linear protection.

Thi s section describes the functional details of an additional method
in Section 3.2.2.2, which can be inplenented as described in

Section 3.2.2.3 or as specified in [I-D.ietf-detnet-dp-sol-npls] in
order to provide 1+n hitless protection. The appropriate service
protecti on nmechani sm depends on the scenario and the requirenents.

3.2.2.1. In-Oder Delivery

Qut - of - order packet delivery can be a side effect of service
protection. Packets delivered out-of-order inpact the anount of
buffering needed at the destination to properly process the received
data. Such packets also influence the jitter of a flow The Det Net
servi ce includes maxi mum al |l oned m sordering as a constraint. Zero
m sordering would be a valid service constraint to reflect that the
end systen(s) of the flow cannot tolerate any out-of-order delivery.
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Det Net Packet Ordering Functionality (POF) (Section 3.2.2.2) can be
used to provide in-order delivery.

3.2.2.2. Packet Replication and Elimnation

This section describes a service protection nethod that sends copies
of the same packets over nultiple paths.

The Det Net service sub-layer includes the packet replication (PRF),
t he packet elimnation (PEF), and the packet ordering functionality
(POF) for use in DetNet edge, relay node, and end system packet
processing. Either of these functions can be enabled in a Det Net
edge node, relay node or end system The collective name for al
three functions is PREOF. The packet replication and elim nation
service protection nethod altogether involves four capabilities:

o Providing sequencing information to the packets of a Det Net
conpound flow. This may be done by addi ng a sequence nunber or
time stanp as part of DetNet, or may be inherent in the packet,
e.g., in a higher |ayer protocol, or associated to other physical
properties such as the precise tinme (and radi o channel) of
reception of the packet. This is typically done once, at or near
t he source.

0 The Packet Replication Function (PRF) replicates these packets
into nultiple DetNet nenber flows and typically sends them al ong
multiple different paths to the destination(s), e.g., over the
explicit routes of Section 3.2.3. The location within a Det Net
node, and the nmechanismused for the PRF is inplenentation
specific.

o The Packet Elimnation Function (PEF) elimnates duplicate packets
of a DetNet flow based on the sequencing information and a history
of received packets. The output of the PEF is always a single
packet. This may be done at any DetNet node along the path to
save network resources further downstream in particular if
mul tiple Replication points exist. But the nost conmon case is to
performthis operation at the very edge of the Det Net network,
preferably in or near the receiver. The location within a Det Net
node, and mechani smused for the PEF is inplenmentation specific.

o The Packet Ordering Function (POF) uses the sequencing information
to re-order a DetNet flow s packets that are received out of
order.

The order in which a Det Net node applies PEF, POF, and PRF to a
DetNet flow is inplenentation specific.
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Sone service protection nmechanisns rely on switching fromone flowto
anot her when a failure of a flowis detected. Contrarily, packet
replication and elimnation conbines the DetNet nmenber flows sent
along multiple different paths, and perfornms a packet-by-packet

sel ection of which to discard, e.g., based on sequencing information.

In the sinplest case, this anounts to replicating each packet in a
source that has two interfaces, and conveying themthrough the

net work, along separate (SRLG disjoint) paths, to the simlarly dual -
honmed destinations, that discard the extras. This ensures that one
path remains, even if sone DetNet internediate node fails. The
sequencing i nformation can al so be used for | oss detection and for
re-ordering.

Det Net relay nodes in the network can provide replication and
elimnation facilities at various points in the network, so that
multiple failures can be accommobdat ed.

This is shown in Figure 1, where the two relay nodes each replicate
(R) the DetNet flow on input, sending the DetNet nenber flows to both
the other relay node and to the end system and elimnate duplicates
(E) on the output interface to the right-hand end system Any one
link in the network can fail, and the Det Net conpound flow can stil
get through. Furthernore, two links can fail, as long as they are in
di fferent segnents of the network.

>>>>>>>>>re|ay>>>>>>>>

> [o-mmeiae - + Rnode E +------------ \ >
>/ v + /2 \ >
end R + v |~ + E end
system + v | A + system
>\ v + /A [ >
A + Rrelay E +----------- />

>>>>>>>>> node >>>>>> > >
Figure 1: Packet replication and elimnation

Packet replication and elimnation does not react to and correct
failures; it is entirely passive. Thus, intermttent failures,

m st akenly created packet filters, or msrouted data is handl ed just
the sane as the equipnent failures that are handl ed by typical
routing and bridgi ng protocols.

| f packet replication and elimnation is used over paths with
resource allocation (Section 3.2.1), and nenber flows that take
di fferent-length paths through the network are conbi ned, a mnerge
point may require extra buffering to equalize the del ays over the
different paths. This equalization ensures that the resultant
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conmpound flow will not exceed its contracted bandw dth even after one
or the other of the paths is restored after a failure. The extra
buffering can be al so used to provide in-order delivery.

3.2.2.3. Packet encoding for service protection

There are nethods for using nultiple paths to provide service
protection that involve encoding the information in a packet

bel onging to a DetNet flowinto nmultiple transm ssion units,
conmbining information fromnultiple packets into any given

transm ssion unit. Such techni ques, al so known as "network coding",
can be used as a DetNet service protection technique.

3.2.3. Explicit routes

In networks controlled by typical dynam c control protocols such as
IS-1'S or OSPF, a network topol ogy event in one part of the network
can inpact, at least briefly, the delivery of data in parts of the
network renmote fromthe failure or recovery event. Even the use of
redundant paths through a network, e.g., as defined by [ RFC6372] do
not elimnate the chances of packet |oss. Furthernore, out-of-order
packet delivery can be a side effect of route changes.

Many real -time networks rely on physical rings of two-port devices,
with a relatively sinple ring control protocol. This supports
redundant paths for service protection with a mninmmof wiring. As
an additional benefit, ring topologies can often utilize different

t opol ogy managenent protocols than those used for a nesh network,

Wi th a consequent reduction in the response tine to topol ogy changes.
O course, this conmes at sone cost in terns of increased hop count,
and thus latency, for the typical path.

In order to get the advantages of |ow hop count and still ensure

agai nst even very brief |osses of connectivity, DetNet enploys
explicit routes, where the path taken by a given DetNet flow does not
change, at least imediately, and likely not at all, in response to
network topol ogy events. Service protection (Section 3.2.2 or
Section 3.2.2.3) over explicit routes provides a high |likelihood of
conti nuous connectivity. Explicit routes can be established in

vari ous ways, e.g., with RSVP-TE [ RFC3209], with Segnent Routing (SR
[ RFC8402], via a Software Defined Networking approach [ RFC7426],

[ RFC8453], and [ RFC8453], with IS IS [RFC7813], etc. Explicit routes
are typically used in MPLS TE LSPs.

Qut - of -order packet delivery can be a side effect of distributing a
single flow over nmultiple paths especially when there is a change
fromone path to another when conbining the flow This is
irrespective of the distribution nmethod used, and also applies to
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service protection over explicit routes. As described in

Section 3.2.2.1, out-of-order packets influence the jitter of a flow
and i npact the anpunt of buffering needed to process the data;
therefore, DetNet service includes maxi num all owed m sordering as a
constraint. The use of explicit routes helps to provide in-order
delivery because there is no immedi ate route change with the network
t opol ogy, but the changes are plannable as they are between the
different explicit routes.

3.3. Secondary goals for Det Net

Many applications require DetNet to provide additional services,
i ncl udi ng coexi stence wth other QS nechanisnms Section 3.3.1 and
protection agai nst m sbehaving transmtters Section 3.3. 2.

3.3.1. Coexistence with normal traffic

A Det Net network supports the dedication of a high proportion of the
network bandwi dth to DetNet flows. But, no matter how nmuch is

dedi cated for DetNet flows, it is a goal of DetNet to coexist with
exi sting Class of Service schenmes (e.g., DiffServ). It is also

i mportant that non-DetNet traffic not disrupt the DetNet flow, of
course (see Section 3.3.2 and Section 5). For these reasons:

o Bandwi dth (transm ssion opportunities) not utilized by a Det Net
flowis available to non-Det Net packets (though not to other
Det Net fl ows).

0o DetNet flows can be shaped or scheduled, in order to ensure that
the highest-priority non-Det Net packet is also ensured a worst-
case | atency.

o Wen transm ssion opportunities for DetNet flows are scheduled in
detail, then the algorithmconstructing the schedul e should | eave
sufficient opportunities for non-DetNet packets to satisfy the
needs of the users of the network. Detailed scheduling can also
permt the time-shared use of buffer resources by different Det Net
flows.

Starvation of non-DetNet traffic nmust be avoided, e.g., by traffic
policing functions (e.g., [RFC2475]). Thus, the net effect of the
presence of DetNet flows in a network on the non-DetNet flows is
primarily a reduction in the avail abl e bandw dt h.
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3.

4.

4.

4.

3.2. Fault Mtigation

Robust real -tinme systens require to reduce the nunber of possible
failures. Filters and policers should be used in a DetNet network to
detect if DetNet packets are received on the wong interface, or at
the wong tinme, or in too great a volunme. Furthernore, filters and
policers can take actions to discard the offendi ng packets or flows,
or trigger shutting down the offending flow or the offending

i nterface.

It is also essential that filters and service remarking be enpl oyed
at the network edge to prevent non-Det Net packets from bei ng m st aken
for Det Net packets, and thus inpinging on the resources allocated to
Det Net packets.

There exi st techni ques, at present and/or in various stages of
standardi zation, that can performthese fault mtigation tasks that
deliver a high probability that m sbehaving systens will have zero

i npact on wel | -behaved Det Net flows, except of course, for the
receiving interface(s) imedi ately downstream of the m sbehavi ng
devi ce. Exanples of such techniques include traffic policing
functions (e.g., [RFC2475]) and separating flows into per-flow rate-
limted queues.

Det Net Architecture
1. Det Net stack nopdel

Det Net functionality (Section 3) is inplenented in tw adj acent sub-

| ayers in the protocol stack: the DetNet service sub-layer and the
Det Net forwardi ng sub-layer. The DetNet service sub-|ayer provides
Det Net service, e.g., service protection, to higher layers in the
protocol stack and applications. The DetNet forwarding sub-Iayer
supports DetNet service in the underlying network, e.g., by providing
explicit routes and resource allocation to DetNet fl ows.

1.1. Representative Protocol Stack Model

Figure 2 illustrates a conceptual DetNet data plane |ayering nodel.
One may conpare it to that in [ EEE802. 1CB], Annex C.
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| packets going | N packets com ng A

v down the stack v | up the stack |
o + o +
| Sour ce | | Desti nati on |
Fom e e e e e + Fom e e e e e +

| Service sub-|ayer: | | Service sub-|ayer: |
| Packet sequencing | | Duplicate elimnation |
| Fl ow replication | | FI ow ner gi ng |
| Packet encodi ng | | Packet decodi ng |

o + o +
| Forwarding sub-Ilayer: | | Forwardi ng sub-Ilayer: |
| Resource allocation | | Resource allocation |
| Explicit routes | | Explicit routes |
o e e e e e e + o e e e e e e +
| Lower | ayers | | Lower | ayers |
o + o +

Vv N

\ /

Figure 2: DetNet data plane protocol stack

Not all sub-layers are required for any given application, or even
for any given network. The functionality shown in Figure 2 is:

Application
Shown as "source" and "destination” in the diagram

Packet sequenci ng
As part of DetNet service protection, supplies the sequence
nunber for packet replication and elimnation
(Section 3.2.2). Peers with Duplicate elimnation. This
sub-layer is not needed if a higher |ayer protocol is
expected to perform any packet sequencing and duplicate
elimnation required by the DetNet flow replication.

Duplicate elimnation
As part of the DetNet service sub-layer, based on the
sequenced nunber supplied by its peer, packet sequencing,
Duplicate elimnation discards any duplicate packets
generated by DetNet flow replication. It can operate on
menber flows, conpound flows, or both. The replication may
al so be inferred fromother informati on such as the precise
time of reception in a schedul ed network. The duplicate
el imnation sub-layer may al so performresequenci ng of
packets to restore packet order in a flow that was disrupted
by the | oss of packets on one or another of the multiple
pat hs taken.
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Fl ow replication
As part of DetNet service protection, packets that belong to
a Det Net compound flow are replicated into two or nore Det Net
menber flows. This function is separate from packet
sequencing. Flow replication can be an explicit replication
and remarking of packets, or can be perfornmed by, for
exanpl e, techniques simlar to ordinary mnulticast
replication, albeit with resource allocation inplications.
Peers with Det Net flow merging.

Fl ow ner gi ng
As part of DetNet service protection, nerges Det Net nenber
fl ows together for packets comng up the stack belonging to a
speci fic DetNet conmpound flow. Peers with Det Net fl ow
replication. DetNet flow merging, together with packet
sequenci ng, duplicate elimnation, and Det Net fl ow
replication perform packet replication and elimnation
(Section 3.2.2).

Packet encodi ng
As part of DetNet service protection, as an alternative to
packet sequencing and flow replication, packet encodi ng
conbines the information in nultiple DetNet packets, perhaps
fromdifferent DetNet conpound flows, and transmts that
information in packets on different DetNet nenber Fl ows.
Peers with Packet decodi ng.

Packet decodi ng
As part of DetNet service protection, as an alternative to
fl ow mergi ng and duplicate elimnation, packet decoding takes
packets fromdifferent DetNet nenber flows, and conputes from
t hose packets the original DetNet packets fromthe conpound
flows input to packet encoding. Peers wth Packet encodi ng.

Resource al |l ocation
The Det Net forwarding sub-layer provides resource allocation.
See Section 4.5. The actual queuing and shapi ng nechani sns
are typically provided by underlying subnet, these can be
cl osely associated with the nmeans of providing paths for
Det Net flows, the path and the resource allocation are
conflated in this figure.

Explicit routes
The Det Net forwardi ng sub-1layer provides nechanisns to ensure
that fixed paths are provided for DetNet flows. These
explicit paths avoid the inpact of network convergence.
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Qperations, Adm nistration, and Mi ntenance (OCAM | everages in-band
and out-of -band signaling that validates whether the service is
effectively obtained within QS constraints. OAMis not shown in
Figure 2; it may reside in any nunber of the layers. QOAM can involve
specific tagging added in the packets for tracing inplenentation or
network configuration errors; traceability enables to find whether a
packet is a replica, which DetNet relay node perforned the
replication, and which segnent was intended for the replica. Active
and hybrid OAM net hods require additional bandwi dth to performfault
managenent and performance nonitoring of the DetNet domain. QOAM may,
for instance, generate special test probes or add OAM i nfornmation
into the data packet.

The packet sequencing and replication elimnation functions at the
source and destination ends of a DetNet compound flow may be
performed either in the end systemor in a DetNet relay node.

4.1. 2. Det Net Data Pl ane Overvi ew

A "Determnistic Network” will be conposed of Det Net enabl ed end
systens, DetNet edge nodes, DetNet relay nodes and collectively
deliver Det Net services. DetNet relay and edge nodes are
interconnected via DetNet transit nodes (e.g., LSRs) which support
Det Net, but are not DetNet service aware. All DetNet nodes are
connected to sub-networks, where a point-to-point link is also
considered as a sinple sub-network. These sub-networks will provide
Det Net conpati bl e service for support of DetNet traffic. Exanples of
sub- networ ks include MPLS TE, |IEEE 802.1 TSN and OIN. O course,

mul ti-layer DetNet systens nmay al so be possible, where one Det Net
appears as a sub-network, and provides service to, a higher |ayer

Det Net system A sinple DetNet concept network is shown in Figure 3.
Note that in this and follow ng figures "Forwardi ng" and "Fwd" refer
to the DetNet forwarding sub-layer, "Service" and "Svc" refer to the
Det Net service sub-layer, which are described in detail in

Section 4.1.
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TSN Edge Transit Rel ay Det Net
End System Node Node Node End System
e + + e +
|  Appl | <--:Svc Proxy:-- End to End Service -------- > Appl |
Fom e m o a o + T + T + R +
| TSN | | TSN| | Svc| <- DetNet flow --: Service :-->| Service |
Fomm e m oo o + -+ +---+ S + R + Fomm e m o a o +
| Forwar di ng| | Fwd| | Fwd] |  PFwd | | Fwd| | Fwd] | For war di ng|
+------- . --+ +- . -+ +-, -+ +--,----_,+ +-, -+ +-, -+ +---,--=-=--- +
. Link : /I ----- o\ . Link /I ----- o\
oo + +-[ Sub ]-+ +....... + +-[ Sub ]-+
[ Net wor K] [ Net wor K]

Figure 3. A Sinple DetNet Enabl ed Network

Di stinguishing the function of two Det Net data plane sub-Ilayers, the
Det Net service sub-layer and the Det Net forwarding sub-Iayer, helps
to explore and eval uate various conbinations of the data pl ane
solutions available, sone are illustrated in Figure 4. This
separation of DetNet sub-layers, while hel pful, should not be
considered as formal requirenent. For exanple, sone technol ogi es may

violate these strict sub-layers and still be able to deliver a Det Net
servi ce.
+-------------L --------------- +
| DetNet Service sub-Iayer | PW UDP, CRE
o e e e e e e e e +
| Det Net Forwarding sub-layer | 1Pv6, |IPv4, MPLS TE LSPs, MPLS SR
oo e e e e e e oo oo +

Figure 4: DetNet adaptation to data pl ane

In some networking scenarios, the end systeminitially provides a
Det Net fl ow encapsul ation, which contains all information needed by
Det Net nodes (e.g., Real-tine Transport Protocol (RTP) [RFC3550]
based Det Net flow carried over a native UDP/IP network or
PseudoWre). In other scenarios, the encapsulation formats m ght
differ significantly.

There are nany valid options to create a data plane solution for

DetNet traffic by selecting a technol ogy approach for the Det Net
service sub-layer and al so selecting a technol ogy approach for the
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Det Net forwardi ng sub-layer. There are a high nunber of valid
conbi nat i ons.

One of the nost fundanental differences between different potenti al
data plane options is the basic headers used by Det Net nodes. For
exanpl e, the basic service can be delivered based on an MPLS | abel or
an | P header. This decision inpacts the basic forwarding logic for

t he Det Net service sub-layer. Note that in both cases, |IP addresses
are used to address Det Net nodes. The selected DetNet forwarding
sub-1l ayer technol ogy al so needs to be napped to the sub-net
technol ogy used to interconnect Det Net nodes. For exanple, Det Net
flows will need to be mapped to TSN Streans.

. 3. Net wor k ref erence nodel

Figure 5 shows another view of the Det Net service related reference
poi nts and mai n conponents.

Det Net Det Net
end system end system
I\ +----Det Net-UNI (U) [\
I App\ | I App\
f----- \ | f----- \
| NIC | v | NIC |
-+ / \ DetNet-UNI (U) --+ +--+--+
| / \_/ \ I |
| [ +----+ +----+ \ | |
/] | | | ‘. | |
+o----- UPE +----+ P +----+ \ v |
| | | | I I I\ I
| +- - +- + +----+ | +----+ / \ |
\ I | | I \ |
\ | +----+ +--+-+ +--4+PE |------ U----+
[ . | | | |1\ _!
\ +---+ P +----+ P +--4+ +----+ | \ ]
‘] | | | /
L I S Det Net -1 Det Net - 2
| \ I\ / |
I I
| | End-to- End service | | | |
O >
| Det Net service | | |

Figure 5. DetNet Service Reference Model (nulti-donain)
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Det Net-UNIs ("U" in Figure 5) are assunmed in this docunent to be
packet - based reference points and provi de connectivity over the
packet network. A DetNet-UNI may provide nultiple functions, e.qg.,

it may add networking technol ogy specific encapsul ation to the Det Net
flows if necessary; it may provide status of the availability of the
resources associated with a reservation; it may provide a

synchroni zation service for the end system it may carry enough
signaling to place the reservation in a network without a controller,
or if the controller only deals with the network but not the end

systens. Internal reference points of end systenms (between the
application and the NIC) are nore challenging from control
perspective and they may have extra requirenents (e.g., in-order

delivery is expected in end systeminternal reference points, whereas
it is considered optional over the DetNet-UN).

4.2. DetNet systens
4.2.1. End system

The native data fl ow between the source/destination end systens is
referred to as application-flow (App-flow). The traffic
characteristics of an App-flow can be CBR (constant bit rate) or VBR
(variable bit rate) and can have L1 or L2 or L3 encapsul ation (e.g.,
TDM (time-division nultiplexing), Ethernet, I1P). These
characteristics are considered as input for resource reservation and
m ght be sinplified to ensure determ ni smduring packet forwarding
(e.g., making reservations for the peak rate of VBR traffic, etc.).

An end system may or may not be DetNet forwarding sub-layer aware or
Det Net service sub-layer aware. That is, an end system may or nay
not contain DetNet specific functionality. End systens w th Det Net
functionalities may have the same or different forwardi ng sub-Iayer
as the connected Det Net domain. Categorization of end systens are
shown in Figure 6.

Finn, et al. Expires June 22, 2019 [ Page 22]



I nternet-Draft Det erm ni stic Networking Architecture Decenber 2018

4.

End system

|
| DetNet aware ?

/\
S R < So - - +
NO | \ | YES
| v I
Det Net unawar e |
End system |
| Service/ Forwardi ng
| sub-1layer
[\ aware ?
S < Se e e e +
f-aware | \ | s-aware
| v |
| | both |
| | |
Det Net f-aware | Det Net s-aware
End system | End system
%

Det Net sf-aware
End system

Figure 6: Categorization of end systens

Not e sone known use case exanples for end systens:

0]

0]

2.

2.

Det Net unaware: The classic case requiring service proxies.

Det Net f-aware: A DetNet forwarding sub-layer aware system It
knows about sone TSN functions (e.g., reservation), but not about
service protection.

Det Net s-aware: A DetNet service sub-layer aware system It
suppl i es sequence nunbers, but doesn’'t know about resource
al l ocati on.

Det Net sf-aware: A full functioning DetNet end system it has

Det Net functionalities and usually the same forwardi ng paradi gm as
the connected DetNet donmain. |t can be treated as an integral

part of the DetNet donain.

Det Net edge, relay, and transit nodes

As shown in Figure 3, DetNet edge nodes providing proxy service and

Det Net rel ay nodes providing the Det Net service sub-layer are Det Net-

Fi nn,
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aware, and DetNet transit nodes need only be aware of the Det Net
f orwardi ng sub-| ayer

In general, if a DetNet flow passes through one or nore Det Net -
unawar e network nodes between two Det Net nodes providing the Det Net
forwardi ng sub-layer for that flow, there is a potential for

di sruption or failure of the DetNet Q0S. A network adm nistrator
needs to ensure that the DetNet-unaware network nodes are configured
to mnimze the chances of packet |oss and delay, and provision
enough extra buffer space in the DetNet transit node follow ng the
Det Net - unawar e network nodes to absorb the induced | atency

vari ations.

Det Net fl ows
1. DetNet flow types

A DetNet flow can have different formats while its packets are
forwar ded between the peer end systens. Therefore, the foll ow ng
possible types / formats of a DetNet flow are distinguished in this
docunent :

o App-flow native format of the data carried over a DetNet flow
It does not contain any DetNet related attri butes.

0 DetNet-f-flow specific format of a DetNet flow. It only requires
the resource allocation features provided by the DetNet forwarding
sub- | ayer.

0 DetNet-s-flow specific format of a DetNet flow It only requires
t he service protection feature ensured by the Det Net service sub-
| ayer .

0 DetNet-sf-flow specific format of a DetNet flow It requires
bot h Det Net service sub-layer and Det Net forwardi ng sub-1ayer
functions during forwarding.

2. Source transni ssi on behavi or

For the purposes of resource allocation, DetNet flows can be
synchronous or asynchronous. |In synchronous Det Net flows, at |east
the Det Net nodes (and possibly the end systens) are closely tine
synchroni zed, typically to better than 1 m crosecond. By
transmtting packets fromdifferent DetNet flows or classes of DetNet
flows at different tines, using repeating schedul es synchronized
anong the Det Net nodes, resources such as buffers and |ink bandw dth
can be shared over the tine domain anong different DetNet flows.
There is a tradeoff anong techni ques for synchronous Det Net flows
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bet ween the burden of fine-grained scheduling and the benefit of
reduci ng the required resources, especially buffer space.

In contrast, asynchronous DetNet flows are not coordinated with a

fi ne-grai ned schedule, so relay and end systens nust assume worst-
case interference anong DetNet flows contending for buffer resources.
Asynchronous DetNet flows are characterized by:

o A maxi mum packet si ze;
0o An observation interval; and

o A maxi mum nunber of transm ssions during that observation
i nterval .

These paraneters, together with know edge of the protocol stack used
(and thus the size of the various headers added to a packet), limt
the nunber of bit tines per observation interval that the DetNet flow
can occupy the physical nmedium

The source is required not to exceed these |imts in order to obtain
Det Net service. |If the source transmts less data than this [imt
all ows, the unused resource such as |ink bandwi dth can be nade
avai l abl e by the Det Net systemto non-Det Net packets as |ong as al
guarantees are fulfilled. However, making those resources avail able
to Det Net packets in other DetNet flows would serve no purpose.
Those other DetNet flows have their own dedi cated resources, on the
assunption that all DetNet flows can use all of their resources over
a long period of tine.

There is no provision in DetNet for throttling DetNet flows, i.e.,
the transm ssion rate cannot be reduced via explicit congestion
notification [RFC3168]. The assunption is that a DetNet flow, to be
useful, nmust be delivered inits entirety. That is, while any useful
application is witten to expect a certain nunber of |ost packets,
the real-tinme applications of interest to DetNet demand that the | oss
of data due to the network is a rare event.

Al t hough Det Net strives to minimze the changes required of an
application to allowit to shift froma special -purpose digita
network to an Internet Protocol network, one fundanental shift in the
behavi or of network applications is inpossible to avoid: the
reservation of resources before the application starts. 1In the first
pl ace, a network cannot deliver finite |atency and practically zero
packet loss to an arbitrarily high offered | oad. Secondly, achieving
practically zero packet loss for unthrottled (though bandw dth
limted) DetNet flows neans that DetNet nodes have to dedicate buffer
resources to specific DetNet flows or to classes of DetNet fl ows.
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The requirements of each reservation have to be translated into the
paraneters that control each DetNet system s queuing, shaping, and
schedul i ng functions and delivered to the Det Net nodes and end

syst ens.

All nodes in a DetNet domain are expected to support the data
behavior required to deliver a particular DetNet service. |f a node
itself is not DetNet service aware, the DetNet nodes that are

adj acent to such non-Det Net aware nodes nust ensure that the non-
Det Net aware node is provisioned to appropriately support the Det Net
service. For exanple, an | EEE 802.1 TSN node nmay be used to

i nterconnect Det Net aware nodes, and these Det Net nodes can map

Det Net flows to 802.1 TSN fl ows. Another exanple, an MPLS-TE or TP
domai n may be used to interconnect DetNet aware nodes, and these

Det Net nodes can nmap DetNet flows to TE LSPs whi ch can provide the
QS requirenments of the DetNet service.

4.3.3. Inconplete Networks

The presence in the network of internediate nodes or subnets that are
not fully capable of offering DetNet services conplicates the ability
of the intermedi ate nodes and/or controller to allocate resources, as
extra buffering nust be allocated at points downstream fromthe non-
Det Net internediate node for a DetNet flow. This extra buffering may
increase |atency and/or jitter.

4.4. Traffic Engineering for DetNet

Traffic Engineering Architecture and Signaling (TEAS) [TEAS] defines
traffic-engineering architectures for generic applicability across
packet and non-packet networks. From a TEAS perspective, Traffic
Engi neering (TE) refers to techniques that enable operators to
control how specific traffic flows are treated within their networks.

Because if its very nature of establishing explicit optim zed paths,
Determ ni stic Networking can be seen as a new, specialized branch of
Traffic Engineering, and inherits its architecture with a separation
into pl anes.

The Determ nistic Networking architecture is thus conposed of three
pl anes, a (User) Application Plane, a Controller Plane, and a Network
Pl ane, which echoes that of Figure 1 of Software-Defined Networking
(SDN): Layers and Architecture Term nol ogy [ RFC7426], and the
Controllers identified in [ RFC8453] and [ RFC7149].
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4.4.1. The Application Plane

Per [RFC7426], the Application Plane includes both applications and
services. |In particular, the Application Plane incorporates the User
Agent, a specialized application that interacts with the end user /
operator and perforns requests for Determ nistic Networking services
via an abstract Fl ow Managenent Entity, (FME) which may or nmay not be
collocated with (one of) the end systens.

At the Application Plane, a nanagenent interface enables the
negotiation of flows between end systens. An abstraction of the fl ow
called a Traffic Specification (TSpec) provides the representation.
This abstraction is used to place a reservation over the (Northbound)
Service Interface and within the Application plane. It is associated
with an abstraction of |ocation, such as | P addresses and DNS nanes,
to identify the end systens and possibly specify Det Net nodes.

4.4.2. The Controller Plane

The Controller Plane corresponds to the aggregation of the Control
and Managenent Pl anes in [ RFC7426], though Conmon Control and
Measurenent Pl ane (CCAMP) [ CCAMP] makes an additional distinction
bet ween managenent and neasurenent. \Wen the | ogical separation of
the Control, Measurenent and ot her Managenent entities is not

rel evant, the termController Plane is used for sinplicity to
represent themall, and the term Controller Plane Function (CPF)
refers to any device operating in that plane, whether is it a Path
Conmput ation El ement (PCE) [ RFC4655], or a Network Managenent entity
(NME), or a distributed control plane. The CPF is a core el enent of
a controller, in charge of conputing Determnistic paths to be
applied in the Network Pl ane.

A (Nort hbound) Service Interface enables applications in the
Application Plane to communicate with the entities in the Controller
Plane as illustrated in Figure 7.

One or nore CPF(s) collaborate to inplenment the requests fromthe FME
as Per-Fl ow Per-Hop Behaviors installed in the Det Net nodes for each

i ndividual flow. The CPFs place each flow along a determnistic
sequence of Det Net nodes so as to respect per-flow constraints such
as security and |atency, and optim ze the overall result for netrics
such as an abstract aggregated cost. The determ nistic seqguence can
typically be nore conplex than a direct sequence and i ncl ude
redundancy path, with one or nore packet replication and elimnation
points. Scaling to |arger networks is discussed in Section 4.9.
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4.4.3. The Network Pl ane

The Network Pl ane represents the network devices and protocols as a
whol e, regardl ess of the Layer at which the network devi ces operate.
It includes Forwarding Pl ane (data plane), Application, and
Qperational Plane (e.g., OAM aspects.

The network Pl ane conprises the Network Interface Cards (NIC) in the
end systens, which are typically IP hosts, and Det Net nodes, which
are typically IP routers and MPLS switches. Network-to-Network

I nterfaces such as used for Traffic Engineering path reservation in
[ RFC5921], as well as User-to-Network Interfaces (UNI) such as

provi ded by the Local Managenent Interface (LM) between network and
end systens, are both part of the Network Plane, both in the control
pl ane and the data pl ane.

A Sout hbound (Network) Interface enables the entities in the
Controller Plane to communicate with devices in the Network Pl ane as
illustrated in Figure 7. This interface |everages and extends TEAS
to describe the physical topology and resources in the Network Pl ane.

End End
System System

- 4-+-+-+-+-+4+-+ Nort hbound -+-+4-+-+-+- 4+ 4=+ -+ - +- - - +- +- +-
CPF CPF CPF CPF

-+-+-+-+-+- +-+ Sout hbound - +-+-+-+- +- +- +- +- +- +- +- +- +- +- +- +- +-

Det Net Det Net Det Net Det Net
Node Node Node Node
Nl C NI C
Det Net Det Net Det Net Det Net
Node Node Node Node

Figure 7: Northbound and Sout hbound i nterfaces

The Det Net nodes (and possibly the end systenms NIC) expose their
capabilities and physical resources to the controller (the CPF), and
update the CPFs with their dynam c perception of the topol ogy, across
t he Sout hbound Interface. |In return, the CPFs set the per-flow paths
up, providing a Flow Characterization that is nore tightly coupled to
t he Det Net node Operation than a TSpec.

At the Network plane, DetNet nodes may exchange information regarding

the state of the paths, between adjacent Det Net nodes and possibly
with the end systens, and forward packets within constraints
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associ ated to each flow, or, when unable to do so, performa | ast
resort operation such as drop or decl assify.

Thi s docunment focuses on the Sout hbound interface and the operation
of the Network Pl ane.

4.5. Queui ng, Shaping, Scheduling, and Preenption

Det Net achi eves bounded delivery | atency by reserving bandw dt h and
buf fer resources at each Det Net node al ong the path of the Det Net
flow. The reservation itself is not sufficient, however.

| npl enmentors and users of a nunber of proprietary and standard real -
ti me networks have found that standards for specific data plane
techni ques are required to enable these assurances to be made in a
mul ti-vendor network. The fundanmental reason is that |atency
variation in one DetNet systemresults in the need for extra buffer
space in the next-hop DetNet systen(s), which in turn, increases the
wor st - case per-hop | atency.

St andard queui ng and transm ssion selection algorithns allowtraffic
engi neering Section 4.4 to conpute the latency contribution of each
Det Net node to the end-to-end | atency, to conpute the anount of

buf fer space required in each DetNet node for each increnental Det Net
flow, and nost inportantly, to translate froma flow specification to
a set of values for the managed objects that control each relay or
end system For exanple, the |IEEE 802.1 W5 has specified (and is
speci fying) a set of queuing, shaping, and scheduling algorithns that
enabl e each Det Net node, and/or a central controller, to conmpute

t hese val ues. These al gorithns incl ude:

o0 A credit-based shaper [|EEE802.1Qav] (superseded by
[ EEEB02. 1Q 2018]).

o Tine-gated queues governed by a rotating time schedul e based on
synchroni zed tinme [| EEE802. 1Qbv] (superseded by
[ EEEB02. 1Q 2018]).

o Synchroni zed double (or triple) buffers driven by synchronized
time ticks. [I1EEE802.1Qch] (superseded by [l EEE802.1Q 2018]).

0 Pre-enption of an Ethernet packet in transm ssion by a packet with
a nore stringent |atency requirenent, followed by the resunption
of the preenpted packet [|EEE802. 1Qbu] (superseded by
[ EEE802. 1Q 2018]), [!|EEE802. 3br] (superseded by
[ 1 EEEB02. 3-2018]).

Wil e these techniques are currently enbedded in Ethernet
[ EEE802. 3- 2018] and bridgi ng standards, we can note that they are
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all, except perhaps for packet preenption, equally applicable to

ot her nedia than Ethernet, and to routers as well as bridges. O her
nmedi a may have its own net hods, see, e.g.,
[I-D.ietf-6tisch-architecture], [RFC7554]. DetNet may include such
definitions in the future, or may define how these techni ques can be
used by Det Net nodes.

4.6. Service instance

A Service instance represents all the functions required on a Det Net
node to allow the end-to-end service between the UN s.

The Det Net network general reference nodel is shown in Figure 8 for a
Det Net service scenario (i.e., between two DetNet-UNIs). In this
figure, end systens ("A" and "B") are connected directly to the edge
nodes of an | P/ MPLS network ("PE1" and "PE2"). End systens
participating in DetNet comrunication may require connectivity before
setting up an App-flow that requires the DetNet service. Such a
connectivity related service instance and the one dedicated for

Det Net service share the sanme access. Packets belonging to a Det Net
flow are selected by a filter configured on the access ("F1" and
"F2"). As a result, data flow specific access ("access-A + F1" and
"access-B + F2") are termnated in the flow specific service instance
("SI-1" and "SI-2"). A tunnel is used to provide connectivity

bet ween the service instances.

The tunnel is exclusively used for the packets of the DetNet flow
between "SI-1" and "SI-2". The service instances are configured to
i npl ement Det Net functions and a flow specific DetNet forwarding.
The service instance and the tunnel may or may not be shared by

mul tiple DetNet flows. Sharing the service instance by nultiple
Det Net flows requires properly popul ated forwarding tables of the
service instance.
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access- A access-B
<----- > <-------- tunnel ---------- > <----- >
Fommmm e + L Fommmm e +
End system | +----+ / \/ \_ | +----+ | End system
T ol Fir | | / \ || +F2- - - "B
| | +========+ | P/ MPLS +=======+ | |
| | SI-1] | \  Net. / | | SI-2]
| i | et |
| PE1 | | PE2|
oo + oo +

Figure 8: DetNet network general reference nodel

The tunnel between the service instances nay have sone speci al
characteristics. For exanple, in case of a DetNet L3 service, there
are differences in the usage of the PWfor DetNet traffic conpared to
t he network nodel described in [RFC6658]. In the DetNet scenario,
the PWis likely to be used exclusively by the DetNet flow whereas

[ RFC6658] states: "The packet PWappears as a single point-to-point
link to the client |layer. Network-Ilayer adjacency formation and

mai nt enance between the client equi pnment will follow the nornal
practi ce needed to support the required relationship in the client
| ayer ... This packet PseudoWre is used to transport all of the

required Layer-2 and Layer-3 protocols between LSR1 and LSR2".
Further details are network technol ogy specific and can be found in
[I-D.ietf-detnet-dp-sol-npls] and [I-D.ietf-detnet-dp-sol-ip].

4.7. Flowidentification at technol ogy borders
4.7.1. Exporting flow identification

A Det Net node may need to nmap specific flows to | ower layer flows (or
Streans) in order to provide specific queuing and shapi ng services
for specific flows. For exanple:

o Anon-1P, strictly L2 source end system X may be sending nultiple
flows to the sane L2 destination end systemY. Those flows nay
include DetNet flows with different QoS requirenents, and may
i ncl ude non-Det Net fl ows.

o A router may be sending any nunber of flows to another router.

Again, those flows may include DetNet flows with different QS
requi renents, and may include non-DetNet fl ows.
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o Two routers may be separated by bridges. For these bridges to
perform any required per-flow queuing and shapi ng, they nust be
able to identify the individual flows.

0 A Label Edge Router (LER) may have a Label Switched Path (LSP) set
up for handling traffic destined for a particular |P address
carrying only non-DetNet flows. |If a DetNet flow to that sane
address is requested, a separate LSP may be needed, in order that
all of the Label Switch Routers (LSRs) along the path to the
destination give that flow special queuing and shapi ng.

The need for a |lower-|layer node to be aware of individual higher-

| ayer flows is not unique to DetNet. But, given the endless
conplexity of layering and relayering over tunnels that is avail able
to network designers, DetNet needs to provide a nodel for flow
identification that is better than packet inspection. That is not to
say that packet inspection to Layer-4 or Layer-5 addresses will not
be used, or the capability standardi zed; but, there are alternatives.

A Det Net relay node can connect DetNet flows on different paths using
different flow identification nmethods. For exanple:

0 A single unicast DetNet flow passing fromrouter A through a
bridged network to router B nay be assigned a TSN Stream
identifier that is unique within that bridged network. The
bridges can then identify the flow w thout accessing higher-|ayer
headers. O course, the receiving router nust recognize and
accept that TSN Stream

0 A DetNet flow passing fromLSR A to LSR B may be assigned a
different | abel than that used for other flows to the sane IP
desti nati on.

In any of the above cases, it is possible that an existing Det Net

fl ow can be an aggregate carrying nmultiple other DetNet flows. (Not
to be confused with Det Net conpound vs. nenber flows.) O course,
this requires that the aggregate Det Net flow be provisioned properly
to carry the aggregated fl ows.

Thus, rather than packet inspection, there is the option to export

hi gher-1layer information to the lower layer. The requirenent to
support one or the other nethod for flow identification (or both) is
a conplexity that is part of DetNet control nodels.
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4.7.2. Flow attribute mappi ng between | ayers

Forwar di ng of packets of DetNet flows over multiple technol ogy
domains may require that | ower |ayers are aware of specific flows of
hi gher |l ayers. Such an "exporting of flow identification" is needed
each time when the forwardi ng paradigmis changed on the forwarding
path (e.g., two LSRs are interconnected by a L2 bridged domain,
etc.). The three representative forwardi ng nmethods consi dered for
determ ni stic networking are:

o IP routing
o MPLS | abel swi tching
o Ethernet bridging

A packet with corresponding FlowIDs is illustrated in Figure 9,
whi ch al so indicates where each Flow I D can be added or renoved.

add/ renpve add/ renpve
Eth FlowID IP Flow 1D
I I
Y, Y,
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
I I _ _ I
| Eth | MPLS | [P | Application data |
I I I I
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m +

add/ renpve
MPLS Fl ow 1D

Figure 9: Packet with nultiple FlowlDs
The additional (domain specific) FlowID can be
o created by a domain specific function or
o derived fromthe Flow ID added to the App-flow.
The Fl ow 1D nust be unique inside a given domain. Note that the
Flow- I D added to the App-flowis still present in the packet, but

some nodes may |ack the function to recognize it; that’s why the
additional FlowID is added.
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4.7.3. Flow D mappi ng exanpl es
| P nodes and MPLS nodes are assumed to be configured to push such an
addi tional (domain specific) FlowID when sending traffic to an

Et hernet switch (as shown in the exanpl es bel ow).

Figure 10 shows a scenario where an IP end system ("IP-A") is
connected via two Ethernet switches ("ETH-n") to an IP router ("IP-
1II) .

| P domai n

Forward as | |

Fi gure 10:

End system "I P-A"
but as it

uses t

per ETH 1D

he ori gi nal

App-fl

is connected to an Ethernet domain it

ETH 1D

I P nodes interconnected by an Ethernet domain

ow specific ID ("L3-1D"),
has to push an

Et her net - domai n specific flowID ("ETH 1D') before sending the packet
to "ETH 1" node. Ethernet switch "ETH 1" can recogni ze the data fl ow
based on the "ETH ID' and it does forwarding toward "ETH2". "ETH 2"
switches the packet toward the IP router. "IP-1" nust be configured
to receive the Ethernet FlowID specific nulticast flow, but (as it
is an L3 node) it decodes the data flow ID based on the "L3-1D"
fields of the received packet.

Figure 11 shows a scenari o where MPLS domai n nodes ("PE-n" and "P-ni)
are connected via two Ethernet switches ("ETHn").
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MPLS domai n
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e m >
| MPLS-1 D | MPLS- 1 D|
+===—====+ +- - - - + +- - - - + 4=t - - - - - +
| | Forward as | | | |
| PE-1 | per ETH 1D | P-2 4+----cmmmm-- + PE-2
Push ----- > - 4---+ | +---+-+ +----- +
ETH I D | +o-- - +----+ | \ Recognize
| v v | +-- ETHID
| e + e + |
+-- -+ | +--- -+
S U + | ETH 1+- - - - +ETH 2| +=======+
MPLS- | D. +----- + +----- + | MPLS- 1D
| ETH- 1D | +o. .. + | ETH- 1D |
+=======+ MPLS- 1 D B S +
F+=======4
| ETH-1 D |
+=—======+
Et her net domai n
Qo e mmmaaa o >

Figure 11: MPLS nodes interconnected by an Ethernet domain

"PE-1" uses the MPLS specific ID ("MPLS-1D"), but as it is connected
to an Ethernet domain it has to push an Ethernet-domain specific
flowID ("ETH I D') before sending the packet to "ETH 1". Ethernet
swtch "ETH 1" can recogni ze the data fl ow based on the "ETH I D' and
it does forwarding toward "ETH 2". "ETH 2" swi tches the packet
toward the MPLS node ("P-2"). "P-2" nust be configured to receive
the Et hernet Flow 1D specific nulticast flow, but (as it is an MPLS
node) it decodes the data flow ID based on the "MPLS-1D" fields of
the recei ved packet.

One can appreciate fromthe above exanple that, when the neans used
for DetNet flow identification is altered or exported, the neans for
encodi ng the sequence nunber information nust simlarly be altered or
export ed.

4.8. Advertising resources, capabilities and adjacencies
Provi sioning of DetNet requires know edge about:
0o Details of the DetNet systenmis capabilities that are required in

order to accurately allocate that Det Net systenis resources, as
wel | as other DetNet systens’ resources. This includes, for
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exanpl e, which specific queuing and shaping algorithns are

i mpl emented (Section 4.5), the nunmber of buffers dedicated for
Det Net al l ocation, and the worst-case forwardi ng del ay and

m sor deri ng.

o0 The dynam c state of a DetNet node’ s Det Net resources.

o The identity of the DetNet systemis neighbors, and the
characteristics of the |link(s) between the Det Net systens,
including the latency of the |inks (in nanoseconds).

4.9. Scaling to |larger networks

Reservations for individual DetNet flows require considerable state
information in each Det Net node, especially when adequate fault
mtigation (Section 3.3.2) is required. The DetNet data plane, in
order to support |arger nunbers of DetNet flows, nust support the
aggregation of DetNet flows. Such aggregated flows can be viewed by
t he Det Net nodes’ data plane largely as individual DetNet flows.

Wt hout such aggregation, the per-relay systemmay limt the scale of
Det Net networks. Exanple techniques that may be used include MPLS

hi erarchy and I P DiffServ Code Points (DSCPs).

4.10. Conpatibility with Layer-2

St andards providing simlar capabilities for bridged networks (only)
have been and are being generated in the | EEE 802 LAN MAN St andar ds
Committee. The present architecture describes an abstract nodel that
can be applicable both at Layer-2 and Layer-3, and over |inks not
defined by | EEE 802.

Det Net enabl ed end systens and Det Net nodes can be interconnected by
sub-networks, i.e., Layer-2 technologies. These sub-networks wl|
provi de Det Net conpatible service for support of DetNet traffic.
Exanpl es of sub-networks include MPLS TE, 802.1 TSN, and a point-to-
point OTN link. O course, nulti-layer DetNet systens nmay be
possi bl e too, where one Det Net appears as a sub-network, and provides
service to, a higher |ayer DetNet system

5. Security Considerations

Security in the context of Determ nistic Networking has an added

di mrension; the tinme of delivery of a packet can be just as inportant
as the contents of the packet, itself. A man-in-the-mddle attack,
for exanple, can inpose, and then systematically adjust, additional
delays into a link, and thus disrupt or subvert a real-tine
application wthout having to crack any encryption nethods enpl oyed.
See [RFC7384] for an exploration of this issue in a related context.
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Furthernore, in a control systemwhere mllions of dollars of

equi pnent, or even human |ives, can be lost if the DetNet QoS is not
del i vered, one nust consider not only sinple equipnment fail ures,
where the box or wire instantly becones perfectly silent, but conplex
errors such as can be caused by software failures. Because there is
essential no limt to the kinds of failures that can occur,
protecting against realistic equipnment failures is indistinguishable,
in nost cases, from protecting against malicious behavior, whether
accidental or intentional. See also Section 3.3.2.

Security nust cover

o the protection of the signaling protocol

o the authentication and authorization of the controlling systens
o the identification and shaping of the DetNet flows

Security considerations for DetNet are described in detail in
[I-D.ietf-detnet-security].

6. Privacy Considerations

DetNet is provides a Quality of Service (QS), and as such, does not
directly raise any new privacy consi derations.

However, the requirenent for every (or alnost every) node al ong the
path of a DetNet flowto identify DetNet flows may present an
additional attack surface for privacy, should the Det Net paradi gm be
found useful in broader environnents.

7. | ANA Consi derations
Thi s docunment does not require an action from | ANA
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