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Abstract

Net wor k servi ces based on Virtual Networks (VN) or Virtual Crcuits
(VO may be run over MPLS-TE |inks, and support network
configurations such as hub-spoke, service routing, or on-demand
networks. An MPLS Traffic Engineering(TE) network is typically
configured and the results of its operation analyzed through network
managenent interfaces (CLI, SNVP or NETCONF). These interactions to
control each of the MPLS TE |inks, and di agnose operations issues
concerning link configuration, MPLS TE protection, and traffic

swi t chi ng-over. The network nmanagenent functions al so nonitor MPLS
TE links and provide fault detection.

The Interface to the Routing System (I12RS) (draft-ietf-i2rs-
architecture) programmatic interface to the routing system provides
an alternative way to control the configuration and di agnose the
operation of MPLS Iinks. [|2RS nmay be used for the configuration,
mani pul ation, polling or analyzing MPLS TE. This docunent descri bes
a set of use cases for which | 2RS can be used for MPLS TE. It is
intended to provide a base for a solution draft describing |I2RS

i nformati on nodel s and protocol functions that will support virtual
networks that utilize MPLS TE

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
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1. | nt roducti on

Net wor k servi ces based on Virtual Networks (VN) or Virtual Crcuits
(VO may be run over MPLS-TE |inks, and support network
configurations such as hub-spoke, service routing, or on-demand
networks. Typically, MPLS TE networks are configured and results of
its operation anal yzed through network managenent interfaces (CLI
SNVP or NETCONF). These interactions to control MPLS TE |inks and
di agnose their operation enconpass: MPLS TE configuration, MPLS TE

Huang, et al. Expi res August 18, 2014 [ Page 2]



I nternet-Draft | 2RS MPLS LDP February 2014

protection, traffic switching-over, traffic detection, and fault
det ecti on.

The | 2RS architecture and protocol as defined in
[[1-D.ietf-i2rs-architecture]] may be used to control network
protocols |like MPLS TE using a set of programmatic interfaces. These
programmatic interfaces allow one I12RS client to control the MPLS TE
network by analyzing its operational state and TE LSP data, plus
mani pul ating TE LSP's configuration to achieve various goals. |2RS
is not intented to replace any replace any existing network
managenent or configuration nechanisns, (E.g. Command Line Interface
or NETCONF). Instead, I2RS is intended to augnent these existing
mechani snms by defining a standardi zed set of programmatic interfaces
to enabl e easier configuration, interrogation and analysis of the

pr ot ocol .

Thi s docunent describes set of use cases for which | 2RS s
programmatic interfaces can be used to control and anal yze the
operation of MPLS TE. The use cases described in this docunment cover
the foll ow ng aspects of MPLS TE: MPLS TE configuration, MPLS TE
protection, MPLS TE traffic switch-over, nonitoring of MPLS TE and
fault detection. The goal is to increase the community’s
under st andi ng of where the 12RS MPLS TE extensions fit within the
overall |2RS architecture. It is intended to provide a basis for the
solutions draft describing the set of Interfaces to the MPLS TE.

2. MPLS TE Configuration

There are two types of TE LSP: static CR-LSP and dynam c TE LSP
created by protocol of RSVP-TE or CR-LDP. Static CRLSP is
configured with forwarding itens such as interface, |abel and

bandw dth, etc. node by node. Dynamc TE LSP is configured with MPLS
TE paraneters which are used to cal culate path and set up TE LSP by
protocol. Both configurations are conpl ex.

The follow ng cases wll introduce how to inprove configuration
efficiency wwth I12RS and | 2RS client.

2.1. Static CRLSP Configuration

Currently, nodes and interfaces to be configured wwth a Static CR LSP
are assigned | abel and bandw dth val ues before the static CR-LSP is
configured through some network managenent configuration interface
(e.g. CLI or NETCONF). Due to this conplex configuration, Static CR-
LSP is only used in small, sinple topologies with few services.

Net wor k progranmm ng software managing the static CR-LSP devices may
incorporate an 12RS Client along with a path calculation entity, a
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| abel managenment entity, and a bandw dth managenment entity. The |2RS
Client will conmunicate the static configuration to the network
nodes, and nonitor the status of the CR-LSPs.

Currently the downl oadi ng of CR-LSP forwarding is processed node by
node. Wen an ingress node finishes dowl oad before all other nodes
have conpleted, the forwarding path will not be set-up and the
traffic will be | ost.

Wth I2RS, the I2RS client may send the configuration for all of the
networ k nodes from egress node to ingress node. The final ingress
node configuration may del ayed until all other nodes toward the
egress have denoted a successful path set-up.

2.2. RSVP-TE Policy Configuration

MPLS TE defi nes abundant constraints such as explicit path,

bandw dth, affinity, SRLG priority, hop limt, and others. A loca
path cal culation entity woul d cal cul ate an appropriate path according
to the constraints. It is common know edge that the cal cul at ed
results are closely related with the request order, different

cal cul ation order may have different results. Concurrent cal cul ation
could obtain an optim zed result and all ow nore services to be held
in a TE networKk.

Wth I2RS, an | 2RS client could trigger global concurrent re-

optim zation at a specific tinme on nmultiple nodes by comuni cating
with each node’s | 2RS agent. Alternatively, the I12RS client could
manual |y re-optim ze the MPLS TE network and send the new constraints
including the calculated path to each node via the |I2RS agent with an
indication to re-signal the TE LSPs w th make- bef ore-break nethod.

3. MPLS TE Protection

There are many kinds of protection for MPLS TE, such as TE tunnel
protection, TE LSP protection and TE FRR protection. Further, each
protection may have two nmethods: 1:1 and 1+1 protection. FRR may
have another two nmethods: |[ink and node protection. Wth I2RS, |2RS
client can define the protection node according to the service

requi renent and transmt to the |I2RS agent on each node.

In addition, typically when one node’s cal cul ati ons determ ne that

there i s not enough resource for the backup LSP or TE tunnel, it is
usual ly not true in the distributed network. |[If the existing LSP or
TE tunnel could be adjusted to bypass sone |inks or nodes, the
necessary resources wWll be released to provide the backup LSP or TE

tunnel. Wth I2RS, the I2RS client would trigger concurrent
calculation for the failed path cal culation of the backup LSP or TE
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tunnel and the updated paths will be sent to | 2RS agents to re-signal
the TE LSPs with nmake- bef ore-break nethod.

4. MPLS TE Traffic Switch Overs

Thi s section describes use cases for the MPLS TE traffic switch over
caused by failure detection, network upgradi ng, overl oadi ng, and
schedul e traffic npvenents.

4. 1. Fail ure Detection

There are many failure detection technol ogi es such as Ethernet OAM
BFD) OAM RSVP Hello. Wen a failure is detected, traffic will be
switched over to the backup path. Re-optim zation of the TE tunnel
may fail for insufficient resource.

Wth I 2RS, upon receipt the failure notification froman |2RS Agent,
the I2RS client would create a gl obal concurrent optimzation to
handl e the failure event. This would occur by the I2RS client
signaling the | 2RS agents on all nodes to: a) trigger a new
concurrent cal culation of the backup LSP or TE tunnel via failed path
cal cul ation, and b) re-signal updates to the TE LSPs process with a
make- bef or e- br eak net hod.

4.2. Network Upgrading

When upgrades in a network are planned (e.g., for naintenance

pur poses), sone graceful nmechanisns can be used to avoid traffic

di sruption by gracefully shutting dowmm MPLS-TE or GWPLS-TE resour ces.
The resources include TE Iinks, conponent |inks within bundled TE

i nks, |abel resources, and an entire TE node. Typically IGP or
RSVP- TE protocol is extended to notify ingress node to bypass the
shut down point.

Wth |I2RS, the operator signals the upgrade event to the application
associated with the 12RS client. The I2RS client could cal cul ate
anot her path for the affected TE tunnels to deviate traffic away from
t he resource being upgraded. The I2RS client would then conmmunicate
with I 2RS agents on the appropriate nodes to nove the traffic. After
t he upgrade conpletes, the I12RS client can sinply renove | 2RS
configurations causing the traffic to revert to the original path.

O, the I2RS can re-optim ze the TE tunnels for another pathways

(E.g. as a part of a sequence of upgrades).
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4.3. Handling Node Overl oad

When a node with MPLS TE support becones overl oaded due to the usage
exceedi ng maxi nuns of CPU, nenory, LSP |abel space, or LSP nunber
space, the setup of new TE LSPs should be rejected. The overl oad
condition may al so inpact existing LSPs, and even cause fl apping of
MPLS TEs. Typically, a threshold value is set to avoid the overl oad
condition so that existing TE LSPs will not be inpacted. Nornmally,

| GP protocols or RSVP-TE woul d be extended to notify all other nodes
of the overload condition. This notification allows ingress nodes to
bypass the overl oaded node.

5. Mnitoring of MPLS TE
5.1. Performance Monitoring

Typi cally, performance neasurenent such as traffic statistics is done
in the ingress node of TE tunnel. Applications such as traffic
analysis or traffic forecasts depend on these traffic statistics
being reported to centralize site for processing

Wth I2RS, the I2RS client can be attached to the application as
gather the traffic statistics from|2RS agents running on the ingress
nodes.

Aut omat i ¢ bandw dt h adj ustnent applications can also be linked to the
| 2RS clients that nmonitor the traffic on TE tunnels and provide
analysis. The I2RS client can read the TE Tunnel topol ogy and the
bandwi dth analysis in order to automatically calculate a new path for
the TE tunnel if it is needed. The I2RS Cient would then signal the
| 2RS agents in the nodes to install the new TE Tunnels wth the make-
bef or e- break opti on.

5.2. Fault Mnitoring

When node or link failure happens, traffic will be switched over to
t he backup path. At the sanme tine, the failure information will be
reported and recorded. Network operators will process network
managenent and mai nt enance based on the failed information.

Wth I2RS, the node failure or link failure can be part of the

notification streamsent by an | 2RS Agent to an I12RS Cient on a
centralized server gathering information.
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5. 3.

LSP Monitoring

In the gl obal concurrent re-optimzation process in section 2.2, an
LSP update nmay depend on another LSP to rel ease resources for it.

| 2RS client can notify the |I2RS agents on specific nodes (or devices)
to re-signal TE LSPs one by one if there is a resource dependency.
The 12RS Cient can gather the TE LSPs’ state from|2RS Agents on al
nodes in order to coordinate such handling of LSP resources.

The 12RS Cients collecting information from | 2RS Agents can be
arranged in a hierarchy to provide scaling of collections. An
application hosting an | 2RS client collecting information from | 2RS
Agents on nodes can have an | 2RS Agent that reports conbi ned
information to a centralized service as shown in the figure 1 bel ow
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| Centralized LSP |
| Monitoring Application
| I|2RS Cient-L2 |

| | 2RS Agent-L2 |
| Traffic Statistics Collection |
| Collection Application |
| I2RS Cient-L1 |
+ +

IS o e a o - | ----
N N N
/|\ 1-N nodes /|\ 1-N Nodes I\
S - L --------- + +--L ------------ + +-! ------------- +
| 12RS Agent-L1 | | I12RS Agent-L1 | | |2RS Agent-L1
| Performance | | LSP State | | Fault |
| Monitoring | | Monitoring | | Monitoring |
o e e m + e e e e e a oo + e e e e e a oo +
| | : !
| | !
I | !
| !
| | o !
| | !
| | : : !
+-V--V--+ +-V--V--4 +---Vemot +---V----- V- -+
| MPLS-TE| | MPLS-TE| | MPLS-TE|] | MPLS-TE |
| Link | | Link | | Link | | Link |
+o e e - - + - --- R + e e oo - +

Figure 1. 12Cient-Agent pairs
for scal able nmonitoring

6. | ANA Consi derations
Thi s docunent includes no request to | ANA

7. Security Considerations
The MPLS TE use cases described in this docunment assunes use of
| 2RS' s progranmatic interfaces described in the |I2RS framework

mentioned in [I-D.ietf-i2rs-architecture], and as a use case does not
change the underlying security issues.
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