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Abstract

This draft describes problenms with | GP convergence tine in sone | PRAN
net wor ks that use a physical topology of grid backbones that connect
rings of routers. Part of these | PRAN network topol ogies exist in
data centers with sufficient power and interconnections, but sone
network equi pnment sits in renote sites inpacted by power loss. In
sone geographic areas these renote sites nay be subject to rolling

bl ackouts. These rolling power blackouts could cause nmultiple

si mul t aneous node and link failures. 1In these renpte networks with

bl ackouts, it is often critical that the | PRAN phone network re-
converge qui ckly.

The 1GP running in these networks may run in a single |level of the

| GP. This docunent seeks to briefly describe these problens to
determne if the energing | GP technol ogies (flexible algorithns,
dynam c flooding, |ayers of hierarchy in IGPs) can be applied to help
reduce convergence tinmes. It also seeks to determne if the

i mprovenents of these algorithnms or the I P-Fast re-route al gorithmns
are thwarted by the failure of nmultiple |ink and nodes.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 15, 2019.
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1. I nt roducti on

This draft describes problenms with | GP convergence tinme in sone | PRAN
networks. The physical topol ogi es of these | PRAN networks conbi ne a

grid backbone topology with a ring topology to support phone networks
(see figure 1). Routers are attached to the rings that route traffic
fromthe | PRAN devices (see figure 2). Each of the rings is attached
to two grid nodes in order to provide redundancy. All of the routers
in the IPRAN ring-grid network topology run a single IG (IS1S).

Some current deploynents attach 10-30 routers per ring with a 20 by

20 grid of routers. |In these deploynents, a grid of 400 routers
supports between 10,000 - 15,000 routers on the | PRAN rings.
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Convergence of the I1GP after a single link failure on one ring router
is over 1 second for these topologies. The desired convergence tine
for a single link failure is Il ess than 200 ns for phone networks.

Initial convergence of the full network may take on the order of
m nut es.

Part of these | PRAN network topol ogies exist in data centers with
sufficient power and interconnections, but sone network equi pnent
sits in renote sites inpacted by power loss. |n sone geographic
regions, these renote sites may be subject to rolling blackouts.
These rol ling power blackouts could cause multiple sinultaneous |ink
or node failures. |In these renote networks with blackouts, it is
often critical that the | PRAN network converge quickly to restore
what nobil e phone service it can. Keeping isolated portions of the
network working may be critical to keep sone phone service worKking.
Converging the isolated portions back into the network when repairs
are made al so causes further disruptions.

Due to the topol ogies of the | PRAN network, this docunent exam nes
how the fl ooding of I GP informations causes the |onger |1GP
convergence tines for single links. The potential nultiple

simul taneous link and node failures nmean that the assunptions in nost
| GP and fast I P-Route algorithnms do not apply.

Thi s docunment seeks to briefly describe these problens to determ ne
if the followi ng energing I GP technol ogies an be applied to solve the
conver gence problem

flexible algorithns [I-D.ietf-1sr-flex-algo],

dynam c flooding [I-D.li-I|sr-dynam c-fl ooding],
Level 1 abstraction for ISIS[I-D.li-area-abstraction]
hierarchical 1S-I1S[I-D.Ii-hierarchical-isis]

2. | PRAN Topol ogi es
A bit of background on the |PRan sizes.

Gid topol ogies can be any size of square topologies. Figure 1 shows
a 3 router by 3 router topologies (3x3) with 9 nodes). O her sizes
could be 10 routers by 10 routers (10X10) with 100 nodes, 15 routers
by 15 routers (15X15) with 225 routers, or 50 nodes by 50 nodes
(20X20) with 400 routers. A grid with network topol ogy of a 100x100
grid woul d have 10,000 gird-routers (grid only and ring-grid).
Suppose that for every two grid nodes, 3 rings would be attached and
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there are 50 nodes. This topology would result in
routers plus 10,000 grid routers. The size of this
al s data center sizes, but the | PRAN network does not
rastructure advantages of the data center.

+----- + S - + +----- +
| Node | ===Ri ng10==| Node | | Node | ==Ri ngl======
| A | ===Rj ngll== B | | C ==Rj ng2==== |
| ===Rj ngl2== | | ==Rj ng3== | |
+- - +- + +- - - -+ +4+- - +- + | ] |

| | |1 | |||

[ESEEETEEEEEEREEE SN ERECEREEE | ]

| | | |||
+----- + +-- - - - -+ +---+-+ | | |
| Node | ===Ri ng3===| Node | | Node | ==Ri ng3==| | |
| H | ===Rj ng4===| G | | | ==Ri ng2====+ |
| ===Rj ngs5=== | | | ==Ri ngl======+
+-+- +- + +-+- - -+ +-+- +- +

| | |1 ||

| +----memee - - + | 4 + |

| | |

| +-------eae - - + | +-------- + |

| | |1 ||
+- |-+ + +- - - -+ +-4+- +-+
| Node | ===Ri ng20==| Node | | Node |
| F |===Ring2l==| E | | D |
| ===Rj ngZS:: | | |
+-+-+- 4+ +- 4 - -+ +-+-+- 4+

|| |1 ||

Figure 1
Figure 1. Exanple IPRAN Gid-Ri ng Topol ogy
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Figure 2

Figure 2: Exanple | PRAN Ri ng Topol ogy

One characteristics of a grid is that a basic 3X3 square can be
overlaid on nost grids. Figure 3 shows a 10 by 10 grid with 3 by 3.
Notice that the grid squares overlaid on colum 10 and row 10 form
partial squares (see G54, (GS8, (GS12, GS13, GS14, GS15, and GS16).

I f additional connections were made nost of columm 10 could forma
single Gid (G4, GS8, and GS12), and nost of row 10 could forma

single grid (GS13, GS14, and GS15). Alternatively, with a single

connection, GS16 could nerge with GS15 to forma partial grid of 4
nodes.
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X = Gid node
GS = Gid Square 1

GS5 GS6 GS7 GS8
oo oo oo +-- -+
| XX X| XXX]| XXX| X|
| XXX | XXX]| XXX| X|
| X XX| XXX]| XXX| X|
S S S +---+
GS9 GS10 GS11 Gs12
oo oo oo +-- -+
| XX X| XXX]| XXX| X|
| XXX | XXX]| XXX| X|
| X XX| XXX]| XXX| X|
S S S +---+
GS13 GS14  GS15 GS16
oo oo oo +-- -+
| XX X| XXX]| XXX| X|
oo oo oo +-- -+
Figure 3

Figure 3: Overlaying Gid Squares on IPRAN Gid

The grid topology is currently one flat 1G°. However, logical grid

squares could formLevel 1 areas within the IGP. |If one desired to
create an L1 Area abstraction such as defined
[I-D.1i-area-abstraction], then the grid-square areas could be

created as L1 areas and connected by 1-3 |links to adjacent areas.
Figure 4 shows a | ogical topology for grid squares 1-8 fromfigure 2.

Har es Expi res August 15, 2019 [ Page 6]



I nternet-Draft | PRAN- | GP- Conver ge February 2019

X = Gid node
G = Gid node G Area Leader
GSn = Gid Square n (1-8)
Layer 2 area (1-8)
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R R R e -+
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Figure 4

Figure 4. Gid Squares Area Leaders and Area Edge Nodes

3. Definitions

This section provides definitions for nodes within the | PRAN routing
i nfrastructure:

ring router: a routing device only attach to a ring in an | PRAN
t opol ogy which routes end-system information

ring-grid router routing device attached to ring and the grid
t opol ogy

grid router: a routing device which is only attached to the | PRAN
Gid network

pseudo- node for grid area: a pseudo- node which sumarizes for an
IGP a grid area at one level for a higher |evel.

3.1. Requirenents | anguage
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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4.

Probl em detection using theoretical | GP Convergence

Theoretical "best" convergence tinmes for a single link failure on
ring depths of 30 nodes suggests the flooding tinme is a mjor
conponent for the flat IGP. Estimates of theoretical best
convergence tines may be based on set of equations shown in figure 5.
These equati ons show how network convergence is the maximumtine for
the information on a |ink change (down (failure) or up) to spread to
all routers in the network. The change travels al ong a pat hway of
routers fromthe change to any particular router. Therefore,
convergence is really topol ogy dependent on the convergence tine in
each router and the pat hways.

The theoretical convergence equations in figure 5 include updating
the RIB/FIB (Trib) and forwardi ng elenents (Tdd). Sone |GPS may
forward IGP traffic after cal culating the SPF (Tspf)and updating the
RI B/ FI B, but before updating the FIB line cards (Tdd). 1In this case,
t hese factors would be zero in the equation.

If several factors are zero or a constant, then the convergence may
be determ ned by one elenment in the equation that dom nates the
convergence per node.
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CT-Node = Td + To + Tf + Tspf + Trib + Tdd

CT- Node = Node convergence tine
Td = link failure detection tine
(or link up detection tine)
To = time to originate LSP
descri bing the new topol ogy

Tf = Time to flood the change
fromthis node to other nodes
that nust performa flood update

Tspf Time for shortest path cal cul ation

Trib

Time to update the RIB and FIB
Tdd = tinme to distribute the FIB to |ine cards

CT-path(i) = sum[CT-Node(j), .. CT-Node-(n))
where i = path through network
j = nodes on path (1..n)

CTnetwork = maxi num (CT-path(i))
where i = 0..n paths
Figure 5

Figure 5. Convergence equations

[My first experience with an equation |like this was Cengiz

Al aettinoglu research in I GP around 2000 at NANOG (Pl ease let ne
know i f you have a good scholarly reference or presentation reference
for these equations).]

4.1. Equation applied to Data Center |G Convergence

Sonme early SPF inplenentations were slowwith [arge | GP topol ogi es.
In this case, 1G” s SPF cal cul ati ons dom nates the convergence tine
for all nodes. Thus the Tspf dominates the tinme for each network
path and the entire networks convergence tinme. One mght sunmarize
t he convergence as:

CT-network = (Tspf + constant) * maxi nmum path-1ength
The maxi mum path length is often called the network depth. The
network depth of a full nmesh network is 1. The network depth of a

dense nesh fat tree in a data center with 3 levels (top of rack
aggregate, spine) is 3. If Tspf dom nates the cal cul ation then:
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CT-network = (Tspf + constant) * 3

Centralized algorithnms m ght inprove convergence tinme if Tspf is the
main factor. Rather than using routers with typically | ow

cal cul ation power, centralized devices could be optim zed for the
calculation. |If the difference in network depth of sending the

i nformati on end-to-end on any network path and sending it to the
centralized processor and back is minimal, then centralized
processi ng may be nore effective.

If flooding (Tf) dom nates the per node convergence, the equation is:
CT-network = (Tf + constant) * 3

Many of the authors of the I GP fl oodi ng enhancenents to reduce the
data fl ooded understand that the floodi ng depends on the maxi mum

pat hway | ength for pathways in the | GP graph. (see 802. laq
[I-D.allan-Isr-flooding-algorithm, Li et al.

[I-D.Ii-1sr-dynam c-floodi ng], Shen, G nsberg, and Thyamagundal u
[1-D.shen-isis-spine-leaf-ext]). Ohers nmention creating a sub-graph
of the entire topology to reduce the flooding traffic and reduce
convergence tine (Chen et al. [I-D.cc-ospf-flooding-reduction]).

Sonme of the IGP flooding reductions are identifying and limting the
nunber of gl obal pathways w thout nentioning their concern for

| ength. (see Chunduri and Eckert [I-D.ce-I|sr-ppr-graph]).

The point behind this is that each algorithmhas a set of goals.
Those goal s may i npact other things that inpact convergence. Sone
guestions one can ask are:

o0 Does the algorithmseek to reduced data fl ooded and stored?

o Does the algorithmseek to reduce convergence tine?

o If the algorithmtries to both reduce the data fl ooded and stored,
what trade-offs did the al gorithm nmake?

o what is the inpact of the topol ogy?
If one | ooks to adapt the al gorithnms devel oped for the dense

i nterconnections of the 3 tier data center to the PRAN Gid-ring
network structure, these questions are inportant.
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4.2. Flooding Problemon the Rings
Putting 30 or 50 ring routers on a ring may hel p operational costs.
Wthin a city the higher density of rings may allow nore cells for

the phone. In the rural networks, it may allow the cells to be
depl oyed over a | arger physical area.

Every router one puts on a ring increases the network depth of the
path through a fully operational ring or a partitioned ring that is
still connected to the network. The network depth of a ring is
network depth = (n-ring-nodes + n-grid-ring)/2
wher e

n-ring-nodes = 30 to 50 nodes

n-grid-nodes = 2 nodes

A partitioned ring may have the full network depth if the link
between a grid-router and the ring router attached to it fails.

This flooding tinme is only for the on-ring path. For a network path
that involves the link failure of a ring router link the pathway is:

network depth = depth(failed-ring) +
depth(grid) +
dept h(renote-ring)

depth(failed-ring)= network depth of ring with
failed Iink.

dept h(grid) = network depth of pathway
through Gid

dept h(renote-ring) = network depth of pathway
t hrough renote ring

Figure 6
Figure 6: Convergence equations

The worse case | GP convergence tinme conbi nes the worse case for each
of these network depths.
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The network depth of grid topologies grows as the size of the grid

grows from3X3 to 10X10 to 100X100.
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A network pathway that goes fromx1l to X2 by using routers

ring-grid router.
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to be at renote sites where power |oss can occur. However, sone
ring-grid routers or grid-only routers may be in renote sites.

In some geographic | ocations, power |osses can be rolling blackouts
that cause nultiple |ink and node outages during the failure. These
out ages may be unpredictable due to weather or natural disasters, or
sem - predi ctabl e due to brownouts. Upon attenpts to restore power,
the restorations may have m xed conbi nations of |inks and nodes up.
Mul ti pl e sinultaneous |ink and node failures may inpact both the ring
t opol ogi es and the grid topologies in the | PRAN networ K.

For sinplicity of this discussion, | will present the node outages as
t he outages of all links. A node outage may take far |onger if
rebooting the routers or reconfiguring spare ring routers takes a
long tinme. For this initial pass on this docunent, | wll sinply
treat node outages as failure of all links for a time period that
clear all valid paths.

Most fast re-route technol ogy such LFA [ RFC5286] or MRT [ RFC7812]
set-up | P backup paths to route around a single link or node failure.
In fact, the MRT architecture explicitly states that

"MRT-FRR creates two alternative forwarding trees that ... are
maxi mal | y diverse from one another, providing Iink and node
protect for 100% of paths and failures as long as the failures do
not cut the network into nultiple pieces"”

5.1. Miltiple link failures on Ring

Ring routers may be |located at sites that may | ose connection to the
ring or to a grid-ring router. A single link failure may cut the
ring, but |leave all nodes attached if the failed |link is between one
of the ring routers (single on ring) or between the a ring-grid
routers and a ring router.

Multiple link failures on aring will cause the ring to partition,

i sol ating some nodes. One way to handle this is to ignore the
convergence on the partitioned rings. Since |ocal phone service
during these outages may be useful, it may be inportant for the 1 GPs
on the isolated portions of the rings to continue to operate. During
the restoration phase, additional |inks nmay appear to go up and down
as the partitions heal. Several isolated portions of the ring may be
restored to forma larger isolated portion of the ring. Eventually,
the isolated parts should reconnect to a fully connected ring.
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5.2. Miltiple link failures on Gid

Multiple link failures can occur on the ring-grid routers or grid-
only routers. These failures may dramatically inpact the data

f orwar di ng pat hways through the grid and the floodi ng pat hways. Fast
convergence of the grid depends on an algorithmtuned for the grid

t opol ogi es.

The failures on the grid can inpact different parts of the IGP
convergence al gorithm

6. Problemwith Flat | SIS areas

Abstraction in an I GP can provide a |logical neans to scale |GPs.
Creating 2 levels of topology in the | PRAN network based on I SIS
areas could reduce the network depth and the the size of the topol ogy
dat abase in | evel devices.

However, as Li states in [I-D.li-area-abstraction] the ISIS concepts
work wel |l if:

o "the Level 1 area is tangential to the Level 2 area", or

o if "there are a nunber of routers in both level 1 and | evel 2 and
t hey are adjacent”.

However it does not work well if Level 1 area needs to provide
transit for level 2 traffic.

Suppose all ring routers networks were placed in |evel 1 areas, and
grid-only routers were in level 2. The ring-grid routers are in both
level 1 and 2. This reduces the current topology to a topol ogy
simlar to the spine-leaf topology. Wile this reduces the anount of
LSP stored, it may not significantly inprove | GP convergence. The

fl oodi ng topol ogy nmust be exam ned to determ ne the nmaxi num networ k
depth, and the router operations nust be exam ned to determ ne the
per IGP flooding tine.

It also restricts repair of an L2 Gid path via a L1 Ring. This
repair mght be necessary in the nulti-failure scenario.

The area abstraction described in [I-D.li-area-abstraction] could be
used to renove these restrictions.

Addi tional |evels of hierarchy described by Li in
[I-D.li-hierarchical-isis] could be utilized in the grid to allow
addi tional |levels of abstractions. These Ievels could reduce the
network depth that 1GP floodi ng passes through.
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7.

8.
8.

8.

One difficulty with using abstraction provided by areas and levels is
t he configuration of the appropriate network topology with rmultiple

| evel s, and reconfigurations of these levels. To be effective for
100X100 grids, it would be beneficial to automate the configuration
of areas.

Probl ens with Dense Fl ooding Al gorithm

0 spine-leaves - rings may be | eaves, but grid is not spine-|eave
t opol ogy.

o sparse link flooding - Gid nmay have too little or too nuch. Top
priority is fast convergence not reduced | oad of LSPF, but fast
conver gence.

o preferred path graph - goal is preferred path reduction of the
nunber of preferred paths through network. Fast re-route also
sets up paths. The preferred path graph needs to be carefully
integrated with any fast reroute schene.

o flooding of 802.1aq - is designed for dense nesh.

* The algorithms two tree structure of 802.1aq provide conplete
coverage in the presence of a single link failure while
constraining the nunber of LSAs.

* Both trees in the two structure have the same convergence
properties in the IPRAN ring and grid.
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