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Abstract

Thi s docunent provides a summary of the | 2NSF use cases plus a
summary of the stat of the art in industries and | ETF work which is
relevant to the Interface to Network Security Function (I12NSF). The
| 2NSF focus is to define data nodels and interfaces in order to
control and nonitor the physical and virtual aspects of network
security functions. The use cases are organized in two basic
scenarios. In the access network scenari o, nobile and residenti al
users access NSF capabilities using their network service provider
infrastructure. |In the data center scenario custonmers nmanage NSFs
hosted in the data center infrastructure.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 20, 2016.
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1. Introduction

Enterprise, residential, and nobile custonmers are becom ng nore and
nore aware of the need for network security, just to find that
security services are hard to operate and becone expensive in the
case of reasonably sophisticated ones. This general trend has caused
numer ous operators and security vendors to start to | everage on

cl oud- based nodels to deliver security solutions. |In particular, the
nmet hods around Network Function Virtualization (NFV) are nmeant to
facilitate the el astic deploynent of software images providing the
network services, and require the managenent of various resources by
custoners, who may not own or physically host those network
functions.

There are nunerous benefits by defining such interfaces. Operators
could provide nore flexible and custom zed security services for
specific users and this would provide nore efficient and secure
protection to each user.

Thi s docunent provides an anal ysis of the use cases, gaps analysis of

exi sting technol ogy, reconmmendations for requirenments for |2NSF, and
security considerations.
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Figure 1. NSF and actors

1.1. What is | 2NSF

A Network Security Function (NSF) is a function used to ensure
integrity, confidentiality, or availability of network

comuni cations, to detect unwanted network activity, or to block or
at least mtigate the effects of unwanted activity. NSFs are

provi ded and consuned in increasingly diverse environnents. Users
coul d consune network security services enforced by NSFs hosted by
one or nore providers - which may be their own enterprise, service
provi ders, or a conbination of both. Simlarly, service providers
may of fer their customers network security services that are enforced
by multiple security products, functions fromdifferent vendors, or
open source technol ogies. NSFs may be provided by physical and/or
virtualized infrastructure. Wthout standard interfaces to control
and nonitor the behavior of NSFs, it has becone virtually inpossible
for providers of security services to automate service offerings that
utilize different security functions fromnultiple vendors.

1. 2. | 2NSF St andari zati on

The Interface to NSF devices (I2NSF) work proposes to standardi ze a
set of software interfaces and data nodules to control and nonitor

t he physical and virtual NSFs. Since different security vendors
support different features and functions, the 12NSF will focus on the
fl ow- based NSFs that provide treatnment to packets or flows such found
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in IPS/IDS devices, web filtering devices, flow filtering devices,
deep packet inspection devices, pattern matching inspection devices,
and re-nedi ati on devi ces.

There are two | ayers of interfaces envisioned in the | 2NSF approach:

0 The |2NSF Capability Layer specifies howto control and nonitor
NSFs at a functional inplenentation level. This the focus for
this phase of the |I2NSF WrKk.

o The I 2NSF Service Layer defines how the security policies of
clients may be expressed and nonitored.

For the |2NSF capability layer, the |2NSF work proposes an

i nt eroperabl e protocol that passes NSF provisioning rules and
orchestration information between | 2NSF client on a network nanager
and | 2NSF agent on an NSF device. It is envisioned that clients of
the |1 2NSF i nterfaces include nmanagenent applications, service
orchestration systens, network controllers, or user applications that
may solicit network security resources.

The | 2NSF work to define this protocol includes the follow ng work:

o defining an informational nodel that defines the concepts for
standardi zing the control and nonitoring of NSFs,

o defining a set of Yang data nodels fromthe information nodel that
identifies the data that nust be passed,

O creating a capability registry (an I ANA registry) that identifies
the characteristics and behavi ours of NSFs in vendor-neutral
vocabul ary without requiring the NSFs to be standardi zed.

0O exam ning existing secure comuni cation nechanisns to identify the
appropriate ones for carrying the data that provisions and
monitors information between the NSFs and their managenent entity
(or entities).

Structure of the docunent

Thi s docunent reviews the term nology (section 3), analyzes the use
cases (section 4) and gaps in current technol ogy (section 5),
recomends certain requirements for |2NSF protocol (section 6), and
di scusses security consideration (section 8).
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2. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

In this docunent, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying RFC- 2119 significance.

3. Term nol ogy

o0 Network Security Function (NSF): A functional block within a
network infrastructure to ensure integrity, confidentiality and
avai lability of network comunications, to detect unwanted
activity, and to deter and block this unwanted activity or at
| east mtigate its effects on the network

o0 VNSF: Virtual Network Security Function: A network security
function that runs as a software inmage on a virtualized
infrastructure, and can be requested by one domai n but may be
owned or managed by anot her domai n.

o type of NSFs: NSFs considered in this draft include virtualized
and non-virtualized NSFs.

o Cloud DC. A data center that is not on prem ses of enterprises,
but has conput e/ storage resources that can be requested or
purchased by the enterprises. The enterprise is actually getting
a virtual data center. The Cloud Security Alliance (CSA)
(http://cloudsecurityalliance.org) focus on adding security to
this environnent. A specific research topic is security as a
service within the cloud data center

0 Coud-based security functions: Network Security Function (NSF)
host ed and managed by service providers or different
adm ni strative entity.

o DC. Data Center

o Domain: The termDomain in this draft has the follow ng different
connotations in different scenarios:

* Client--Provider relationship, i.e. client requesting sone
network security functions fromits provider;
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* Domain A - Domain B relationship, i.e. one operator domain
requesting sonme network security functions from anot her
oper at or domai n; or

* Applications -- Network relationship, i.e. an application (e.g.
cluster of servers) requesting sone functions from network,
etc.

The domain context is inportant because it indicates the
interactions the security is focused on.

0 |2NSF agent - a piece of software in a device that inplenents a
network security function which receives provisioning information
and requests for operational data (nonitoring data) across the
| 2NSF protocol froman |I2NSF client.

0 I2NSF client - A security client software that utilizes the |2NSF
protocol to read, wite or change the provisioning network
security device via software interface using the | 2NSF protoco
(denoted as | 2RS Agent)

o | 2NSF Managenment System - |2NSF client operates within an network
managenent system which serves as a collections and distribution
point for security provisioning and filter data. This managenent
systemis denoted as | 2NS managenent systemin this docunent.

o Virtual Security Function: a security function that can be
requested by one domain but rmay be owned or nmanaged by anot her
domai n.

4. Use Cases

This section discusses general use cases, access use cases, and cl oud
use cases.

4.1. Ceneral Use Cases

User request security services through specific clients (a custoner
app, the NSP BSS/ OSS or managenent platform..) and the appropriate
NSP network entity will invoke the (v)NSFs according to the user
service request. W will call this network entity the security
controller. The interaction between the entities discussed above
(client, security controller, NSF) is shown in the foll ow ng di agram
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Figure 2: Interaction between Entities

Interface 1 is used for receiving security requirenents fromclient
and translating theminto commands that NSFs can understand and
execute. Mreover, it is also responsible for giving feedback of the
NSF security statistics to client. Interface 2 is used for
interacting with NSFs according to commands, and col |l ect status

i nformati on about NSFs.

4.1.1. Instantiation and Configuration of NSFs

Cient sends collected security requirenments through Interface 1 to
the security controller in the NSP network, which then transl ates
theminto a a set of security functions. Then the correspondi ng NSFs
are instantiated and configured through Interface 2.

As an exanpl e, consider an enterprise user A who wants to prevent a
certain kind of traffic fromflowing to their network. Such a
requirenent is sent fromclient to security controller through
Interface 1. The security controller translates the requirenment into
a firewall function plus a rules for filtering out TCP and/ or UDP
data packets. Then it instantiates a firewall NSF through Interface
2. The corresponding filter rules are also configured onto this
firewal |l NSF through Interface 2.

4.1.2. Updating of NSFs

A user can direct the client to require the update of security
service functions, including adding/deleting a security service
function and updating configurations of fornmer security service
function.

As an exanple, consider a user who has instantiated a security
service before and decides to enable an additional IDS service. This
requirenent will be sent to the security controller through Interface
1 and be translated, so the security controller instantiates and
configures an I DS NSF through Interface 2.
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4.1.3. Collecting the Status of NSFs

When users want to get the executing status of security service, they
can request the status statistics information of NSFs fromthe
client. The security controller will collect NSF status statistics
information through Interface 2, consolidate them and give feedback
to client through Interface 1. This interface can be used to coll ect
not only individual service information, but al so aggregated data
suitable for tasks like infrastructure security assessnent.

4.1.4. Validation of NSFs

Custonmers may require to validate NSF availability, provenance, and
its correct execution. This validation process, especially rel evant
for vVNSFs, includes at |east

Integrity of the NSF. Ensure that the NSF is not mani pul at ed.

I solation. The execution of the NSF is self-contained for privacy
requirenents in nulti-tenancy scenari os.

In order to achieve this the security controller has to coll ect
security neasurenents and share themw th an i ndependent and trusted
third party, allowing the user to attest the NSF by using Interface 1
and the information of the trusted third party.

4.2. Access Networks

This scenari o describes use cases for users (enterprise user, network
adm ni strator, residential user...) that request and nmanage security
services hosted in the network service provider (NSP) infrastructure.
G ven that NSP customers are essentially users of their access

net works, the scenario is essentially associated with their
characteristics, as well as with the use of VNSFs.

The Virtual CPE described in [ NFVUC] use cases #5 and #7 cover the
nodel of virtualization for nobile and residential access, where the
operator may offl oad security services fromthe custoner |oca

envi ronnment (or even the termnal) to the operator infrastructure
supporting the access network.

These use cases defines the operator interaction with vNSFs through

automated interfaces, typically by B2B comruni cati ons perforned by
t he operator managenent systens (OSS/ BSS)
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1. VNSF Depl oynent

The depl oynent process consists of instantiating a NSF on a
Virtualization Infrastructure (NFVI), within the NSP adm ni strative
domai n(s) or with other external domain(s). This is a required step
before a custoner can subscribe to a security service supported in

t he VNSF.

2.  VNSF Custoner Provisioning

Once a VNSF i s depl oyed, any custoner can subscribe to it. The
provi sioning lifecycle includes:

Custoner enroll nment and cancellation of the subscriptionto a
VINSF.

Configuration of the vNSF, based on specific configurations, or
derived fromcomon security policies defined by the NSP

Retrieve and |ist of the vNSF functionalities, extracted froma
mani fest or a descriptor. The NSP nmanagenent systens can denmand
this information to offer detailed information through the
commerci al channels to the custoner.

Cl oud Dat acenter Scenario

In a datacenter, network security mechani sns such as firewalls may
need to be added or renoved dynamically for a nunber of reasons. It
may be explicitly requested by the user, or triggered by a pre-
agreed-upon service | evel agreenent (SLA) between the user and the
provi der of the service. For exanple, the service provider may be
required to add nore firewall capacity within a set tinmefrane
whenever the bandwi dth utilization hits a certain threshold for a
specified period. This capacity expansion could result in adding new
instances of firewalls. Likewi se, a service provider may need to
provision a new firewall instance in a conpletely new environnent due
to a new requirenent.

The on-demand, dynam c nature of deploynent essentially requires that
the network security "devices" be in software or virtual form
factors, rather than in a physical appliance form (This is a

provi der-side concern. Users of the firewall service are agnostic,
as they should, as to whether or not the firewall service is run on a
VM or any other formfactor. Indeed, they may not even be aware that
their traffic traverses firewalls.)

Furthernore, new firewall instances need to be placed in the "right
zone" (domain). The issue applies not only to nulti-tenant
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environments where getting the tenant right is of paranount

i mportance but also to environnents owned and operated by a single
organi zation with its own service segregation policies. For exanple,
an enterprise nmay nmandate that firewalls serving Internet traffic and
busi ness-t o-busi ness (B2B) traffic be separate; or that |PS/IDS
services for investnent banking and non-banking traffic be separate
for regul atory reasons.

4.3.1. On-Demand Virtual Firewall Deploynent

A service provider operated cloud data center could serve tens of

t housands of clients. Cients’ conpute servers are typically hosted
on virtual machines (VMs), which could be depl oyed across different
server racks located in different parts of the data center. It is
often not technically and/or financially feasible to depl oy dedi cated
physical firewalls to suit each client’s nyriad security policy

requi renents. Wiat is needed is the ability to dynam cally depl oy
virtual firewalls for each client’s set of servers based on

est abl i shed security policies and underlying network topol ogies.

e F- - - -
I I
e -+ +- -+
| vFW | vFW
- -+ +- -+
| Cient #1 | dient #2
B I I +- - - B I I +- - -
+- +-+ +- +-+ +- +-+ +- +-+
| vM | | vM | | vM | | vM |
-+ -+ -+ - -+

Figure 3: NSF in DataCenter
4.3.2. Firewall Policy Deploynent Automation

Firewal | configuration today is a highly conplex process that

i nvol ves consulting established security policies, translating those
policies into firewall rules, further translating those rules into
vendor-specific configuration sets, identifying all the firewalls,
and pushing configurations to those firewalls.

This is often a tinme consunm ng, conplex and error-prone process even

within a single organization/enterprise framework. It becones far
nore conpl ex in provider-owned cloud networks that serve nyriad
cust oners.
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Aut omation can hel p address many of these issues. Automation works
best when it can | everage a common set of standards that will work
across nultiple entities.

4.3.2.1. dient-Specific Security Policy in O oud VPNs

Cients of service provider operated cloud data centers need not only
secure virtual private networks (VPNs) but also virtual security
functions that enforce the clients’ security policies. The security
policies nmay govern conmuni cations within the clients’” own virtual
networ ks and those with external networks. For exanple, VPN service
providers may need to provide firewall and other security services to
their VPN clients. Today, it is generally not possible for clients
to dynamcally view, nuch | ess change, what, where and how security
policies are inplenented on their provider-operated clouds. |ndeed,
no standards-based franmework that allows clients to retrieve/ manage
security policies in a consistent manner across different providers
exi sts.

4.4. Considerations on Policy and Configuration

NSF configurations can vary fromsinple rules (i.e. block a DDoS
attack) to very conplex configuration ( i.e. define a user firewall
rul es per application, protocol, source and destination port and
address). The possibility of using configuration tenpl ates per
control and managenent type is a common option as well.

A NSP can push security policies using conplex configurations in
their managed vNSF t hrough its managenent system The open Contr ol
and managenent interface has to acconmpdate this application-driven
behavi or.

Conput er - savvy customers nay pursue a simlar application-driven
configuration through the open Control and managenent interface, but
standard residential and nobile custoners may prefer to use the
definition of security policies in the formof close-to-natural-

| anguage sentences with high-level directives or a guide
configuration process. The representation for these policies will be
of the form

Figure 4. Hi gh-Level Security Policy Format

Subj ect indicates the custoner or device in the access.
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Action can include a variety of intent-based actions: check,
redirect, allow, block, record, inspect..

bj ect can be optional and specifies the nature of the action. The
default is all the custoner traffic, but others possible values are
connections and connections attenpts.

Field type allows to create fine-grained policies, including
destinations list (i.e. |[IPs, domains), content types (i.e. files,
emails), windows of tinme (i.e. weekend), protocol or network service
(i.e. HITP).

An exanple of a customer policy is:
"My son is allowed to access Facebook from 18:30 to 20: 00"
4.4.1. Translating Policies into NSF Capabilities

Pol i ci es expressed in the above nodel are suitable for what we
depicted as Interface 1 in Figure 2. In order to allow the security
controller to deal with the different NSFs an internedi ate
representation used for expressing specific configurations in a

devi ce-i ndependent format is required. For this purpose, the
definition of a set of security capabilities provides a neans for
categorizing the actions performed by network security functions. An
initial, high-level set of such capabilities consists of:

o ldentity Managenent: Includes all services related with identity,
aut henti cation and key managenent. Sone exanpl es are:

*  AAA (Aut hentication, Authorization, Accounting) services
* Renpte identity nmanagenent
* Renote identity managenent

o Traffic Inspection: A comon use case for custoners accessing the
Internet or additional services through it is security
supervi sion. Control and Managenent interfaces will allow the
configuration of the vNSF i nspection features: signatures updates,
behavi oral paraneters or type of traffic to supervise. Sone
exanpl es are:

* IDS/IPS (Intrusion Detection System Intrusion Prevention
System

* Deep packet inspection,
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* Data | eakage protection,

Traffic Manipulation: A nore intrusive use case of NSF includes
the capacity of manipulate the client traffic. Control and
Managenent interfaces will allow the configuration of the NSF
mani pul ati on features, such as redirect and block rules. Sone
exanpl es are:

* Redirect traffic, as in the case of captive portals,

* Block traffic: Firewalls, intrusion prevention system DDOS/
Anti-DOS (D stributed Deni al -of -Service/ Anti - Deni al - of -
Servi ce),

* Encrypt traffic: VPN services that encapsul ate and encrypt the
user traffic. A SSL VPN is a representative exanpl e.

| nper sonati on: Some NSFs can inpersonate a custonmer service or
Internet service to provide security functions. Control and
Managenent interfaces will allow the configuration of the service
to i npersonate and his behavioral. Sonme exanples are:

*  Honeypots, inpersonating custoner services, such as HITP,
Net Bi os or SSH,

* Anonym zation services, hiding the source identity, as in the
case of TOR

Service Chain will allow for nore than one of the aforenentioned
functions to engage in a specific order to a particular flow

5. Gap Analysis

5. 1.

Thi

Structure of the gap anal ysis

s docunent provides a analysis of the gaps in the state of art in

the follow ng industry foruns:

Har es,

| ETF wor ki ng groups (section 5.2)

ETSI Network Functions Virtualization Industry Specification G oup
(ETSI NFV I SG, (section 5.3)

OPNFV Open Source G oup (section 5.4)
Open Stack - Firewall as a service (OpenStack Firewall FaaS)

(section 5.5) (http://docs. openstack. org/ adm n-gui de-
cl oud/ content/install _neutron-fwaas-agent. htmnl)
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Cloud Security Alliance Security (CSA)as a Service (section 5.6)
(https://cloudsecurityalliance.org/research/ secaas/# overvi ew)

I n-Depth Review of Some | ETF Protocols (section 5.7)
5.2. | ETF Gap analysis

The | ETF gap analysis first exam nes the | ETF nechani snms whi ch have
been devel oped to secure the IP traffic flows through a network.
Traffic filters have been defined by | ETF specifications at the
access points, the m ddl e-boxes, or the routing systens. Protocols
have been defined to carry provisioning and filtering traffic between
a managenent system and an | P system (router or host systen)

Current security work (SACM working group (W5, MLE WG, and DOTS WG
is providing correlation of events nonitored with the policy set by
filters. This section provides a reviewthe filter work, protocols,
and security correlation for nonitors.

5.2.1. Traffic Filters
5.2.1.1. Overview

The earliest filters defined by | ETF were access filters which
control |l ed the acceptance of | P packet data flows. Additional policy
filters were created as part of the follow ng protocols:

o COPS protocol [RFC2748] for controlling access to networks,

0 Next steps in Signalling (NSIS) work (architecture: [RFC4080]
protocol : [RFC5973]), and

o the Port Control Protocol (PCP) to enables IPv4 to IPv6 flexible
address and port mapping for NATs and Firewal | s,

Today NETMOD and | 2RS Wor ki ng groups are specifying additional
filters in Yang nodul es to be used as part of the NETCONF or |2RS
enhancenent of NETCONF/ RESTCONF

The routing filtering is outside the scope of the flow filtering, but
flow filtering may be inpacted by route filtering. An initial nodel
for the routing policy is in [I|-D.shaikh-rtgwg-policy-nodel]

Thi s section provides an overview of the flow filtering as an
introduction to the | 2NSF GAP anal ysis. Additional detail on
NETCONF, NETMOD, |12RS, PCP, and NSIS is available in the Detailed
| 2NSF anal ysi s.
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5.2.1.1.1. Data Flow Filters in NETMOD and | 2RS

The current work on expanding these filters is focused onconbining a
configuration and nonitoring protocol with Yang data nodel s.
[I-D.ietf-netnod-acl-nodel] provides a set of access lists filters
whi ch can permt or deny traffic flow based on headers at the MAC, |IP
| ayer, and Transport layer. The configuration and nonitoring
protocol s which can pass the filters are: NETCONF protocol [RFC6241],
RESTCONF [I-D.ietf-netconf-restconf], and the |I2RS protocol. The
NETCONF and RESTCONF protocols install these filters into forwarding
tables. The |I2RS protocol uses the ACLs as part of the filters
installed in an epheneral protocol-independent filter-based R B
[1-D.kini-i2rs-fb-rib-info-nodel] which controls the flow of traffic
on interfaces specifically controlled by the I2RS filter-based FIB

net conf

Fommm e e e + [\ Fommm e e e +

| Device: ACLs |-- [/ \---|Device: ACLS |

| 12RS FB RI B | | 12RS FB RI B |

| routing policy | | routing policy]|

| | | |
:::l:::::::::::::::l:::::::::::::l:::::::::::::::l:

S T + data flow +--------------- +

Figure 5 -12RS Filter-Based RIB

The | 2RS protocol is a programmatic interface to the routing system
At this time, the I2RS is targeted to be extensions to the NETCONF/
RESTCONF protocols to allow the NETCONF/ RESTCONF protocol to support
a highly programmatic interface with high bandw dth of data, highly
reliable notifications, and epheneral state (see
[I-D.ietf-i2rs-architecture]). Please see the background section on
| 2RS for additional details on the requirenents for this extension to
t he NETCONF/ RESTCONF protocol suite.

The vocabulary set in [I-D.ietf-netnod-acl-nodel] is limted, so
addi ti onal protocol independent filters were witten for the | 2RS
Filter-Based RIBs in [I-D. hares-i2rs-bnp-eca-data-nodel], and
protocol specific filters for SFC

[1-D. dunbar-i2rs-discover-traffic-rul es].

One thing inportant to note is that NETCONF and RESTCONF manage
device | ayer yang nodels. However, as figure 6 shows, there are
mul ti ple device | evel, network-w de |evel, and application |evel yang
nodul es. The access lists defined by the device | evel forwarding
tabl e may be inpacted by the routing protocols, the |I2RS epheneral
prot ocol independent Filter-Based FIB, or sone network-w de security
i ssue (IPS/1DS).
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o o e o e o e o e e e e e e e e e emme—oaoo- +
| Application Network Wde: |ntent |
e +
| Net wor k-wi de | evel : L3SM L3VPN servi ce nodel

o m ot m e e e e e e e e e e e e e e e e e e e e e e e eama +

| Device | evel: Protocol |ndependent: |2RS |
| RIB, Topology, Filter-Based RI B |

| Devi ce Level : Protocol Yang nodul es |
| (ISIS, OSPF, BGP, EVPN, L2VPN, L3VPN, etc.)

| Device level: IP and System NETMOD Model s |
| (config and oper-state), tunnels, |
| forwarding filters |

Figure 6 | evel s of Yang nodul es
5.2.1.1.2. [|2NSF Gap anal ysi s

The gap is that none of the current work on these filters considers
all the variations of data necessary to do IPS/IDS, web-filters,
stateful flow based filtering, security-based deep packet inspection,
or pattern matching with re-nediation. The |I2RS Filter-Based R B
work is the closest associated work, but the focus has not been on
IDS/IPS, web-filters, security-based deep packet inspection, or
pattern matching with re-nediation

The 12RS Wrking group (12RS W5 is focused on the routing system so
security expertise for these IDP/IPS, Wb-filter, security-based
deep- packet inspection has not been targeted for this Wa

Another gap is there is no capability registry (an | ANA reglstry)
that identifies the characteristics and behaviours of NSFs in vendor -
neutral vocabulary without requiring the NSFs to be standardi zed.
What | 2NSF can use from NETCONF/ RESTCONF and | 2RS

| 2NSF shoul d consi der usi ng NETCONF/ RESTCONF protocol and the |2RS
proposed enhancenent to the NETCONF/ RESTCONF pr ot ocol .

5.2.1.2. Mddle-box Filters
5.2.1.2.1. Mdcom
M dcom Summary: M DCOM devel oped the protocols for applications to

communi cate with m ddl e boxes. However, M DCOM have not used by the
industry for a long tine. This is because there was a |lot of IPR
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encunbered technology and I PR was |ikely a bigger problemfor |ETF
than it is today. MDCOMis not specific to SIP. It was very nuch
oriented to NAT/ FWdevices. SIP was just one application that needed
the functionality. MDCOMis reservation-oriented and there was an
expectation that the primary depl oynent environnent woul d be Vol P and
real -time conferencing, including SIP, H 323, and other reservation-
oriented protocols. There was an assunption that there would be sone
authoritative service that would have a view into endpoi nt sessions
and be able to authorize (or not) resource allocation requests. In
other word, there’s a trust nodel there that may not be applicable to
endpoi nt-driven requests w thout sone sort of trusted authorization
mechani snms/tools. Therefore, there is a specific information nodel
applied to security devices, and security device requests, that was
devel oped in the context of an SNMP MB. There is also a two-stage
reservation nodel, which was specified in order to allow better
resour ce nmanagemnent .

Wiy I 2NSF is different than M dcom

MDCOMis different than | 2NSF because its SNMP schene doesn’t work
with the virtual network security functions (vNSF) managenent.

M dCom RFCs:
[ RFC3303] - M dcom architecture
[ RFC5189] - M dcom Protocol Semantics
[ RFC3304] - M dcom protocol requirenents
5.2.1.3. Security Wrk
5.2.1.3.1. Overview
Today’s NSFs in security devices can handl e fl ow based security by
providing treatnent to packets/flows, such as IPS/IDS, Wb filtering,
flow filtering, deep packet inspection, or pattern matching and re-
medi ati on. These fl ow based security devices are managed and
provi si oned by network managenent systens.
No standardi zed set of interoperable interfaces control and nanage
the NSFs so that a central managenent system can be used across
security devices fromnmultiple Vendors. [|2NSF work plan is to
standardi ze a set of interfaces by which control and managenent of
NSFs may be i nvoked, operated, and nonitored by:

creating an information nodel that defines concepts required for
standardi zing the control and nonitoring of NSFs, and fromthe
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i nformati on nodel create data nodels. (The information nodel wll
be used to get early agreenent on key technical points.)

creating a capability registry (at 1 ANA) that enables the
characteristics and behavior of NSFs to be specified using a
vendor - neutral vocabul ary without requiring the NSFs thenselves to
be standardi zed.

define the requirenents for an | 2NSF protocol to pass this
traffic. (Hopefully re-using existing protocols.)

The flowfiltering configuration and managenent nust fit into the
existing security area’s work plan. This section considers how the
I 2NSF fits into the security area work under way in the SACM
(security automation and control), DOTS (DDoS Open Threat
Signalling), and MLE (Managenent | ncident Lightwei ght Exchange).

5.2.1.3.2. Security Wrk and Filters

In the proposed | 2NSF work plan, the |2NSF security network
managenent system controls many NSF nodes via the | 2NSF Agent. This
control of data flows is simlar to the COPS exanple in section
5.7.4.

S S +
| | 2NSF |
| Cient |
| |
| security |
| NMS system |
S +
+----- + [\ +----- +
| 1 2NSF| - -/ \---| | 2NSF|
| Agent | | Agent |
| | | |
| NSF | | NSF
sl B EEEE LR |----- |-----
- + data flow +----- +
Figure 7

The other security protocols work to interact within the network to
provi de additional information in the follow ng way:

o0 SACM|[I-D.ietf-sacmarchitecture] describes an architecture which

tries to determne if the end-point security policies and the
reality (denoted as security posture) align.
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5.2.1.

[I-D.ietf-sacmtermnol ogy] defines posture as the configuration
and/ or status of hardware or software on an endpoint as it
pertains to an organi zation’s security policy. Filters can be
consi dered on the configuration or status pieces that needs to be
noni t or ed.

DOTS (DDoS Open Threat Signalling) - is working on coordinating
the mtigation of DDoS attacks. A part of DDoS attach mitigation
is to provide lists of addresses to be filtered via |IP header
filters.

M LE (Managed I ncident LIghtwei ght Exchange) - is working on
creating a standardi zed format for incident and indicator reports,
and creating a protocol to transport this information. The
incident information MLE collects may cause changes in data-fl ow
filters on one or nore NSFs.

3. 3. | 2NSF i nteracti on

The networ k managenent systemthat the | 2NSF client resides on may
interact with other clients or agents devel oped for the work ongoi ng

in

the SACM DOTS, and M LES working groups. This section describes

how the addition of 12NSF s ability to control and nonitor NSF
devices is conpatible and synergistic with these existing efforts.

Har es,
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S SRS + S PR +
Foamem - + | security |====| DOTS |
| SACNM | | NMS | |client|---+
| consumer| |.......... [\ +------ + |
Fo-em - +==| SACM *1 | \ |
+----|repository| \ |
| [ .o | AR + |
| | | 2NSF | | M LES | |
e |-+ | client | | client | |
| SACM I R + +-- - - -+ |
| I nfo. | /\ : |
| provi der | / \ |
AT + \ |
+----- + / \ +----- + |
| 1 2NSF| - -/ \---| | 2NSF| |
I I I | I
| | | M LES]| |
I I | Agent | |
I I | DOTS | |
| | | Agent------- +
L e R |- | -----
+----- + data flow +----- +

*1 - this is the SACM Controller (CR) with
its broker/proxy/repository show as
described in the SACM architecture.

Figure 8

Figure 8 provides a diagram of a systemthe |I2NSF, SACM DOTS and

M LES client-agent or consuner-broker-provider are depl oyed together.
The foll owi ng are possible positive interactions these scenario m ght
have:

0 An security network managenent system (NVS) can contain a SACM
repository and be connected to SACMinformation provider and a
SACM consuner. The | 2NSF nmay provi de one of the ways to change
the forwarding filters.

0o The security NVS may al so be connected to DOIS DDoS clients
managi ng the information and configuring the rules. The |2NSF nmay
provi de one of the ways to change forwarding filters.

o The MLES client on a security network managenment systemtal ki ng
to the MLES agent on the node may react to the incidents by using
| 2NSF to set filters. DOIS creates black-1ists, but does not have
a conplete set of filters.
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5.2.1.3.4. Benefits fromthe Interaction

I 2NSF' s ability to provide a comon interoperable and vendor neutral
interface may allow the security NV to use a single change to change
filters. SACM provides an information nodel to describe end-points,
but does not link this directly to filters.

DOTS creates bl ack-lists based on source and destination | P address,
transport port nunber, protocol ID, and traffic rate. Like NETMXD s,
ACLS are not sufficient for all filters or control desired by the NSF
boxes.

The incident data captured by MLES will not have enough filter
information to provide NSF devices with general services. The |2NSF
will be able to handle the MLE incident data and create alerts or
reports for other security systens.

5.3. ETSI NFV
5.3. 1. ETSI Overvi ew

Net wor k Function Virtualization (NFV) provides the service providers
wth flexibility, cost effective and agility to offer their services
to custoners. One such service is the network security function
whi ch guards the exterior of a service provider or its custoners.

The flexibility and agility of NFV encourages service providers to
provi de different products to address business trends in their market
to provide better service offerings to their end user. A traditional
product such as the network security function (NSF) may be broken
into nultiple virtual devices each hosted from another vendor. In

t he past, network security devices may have been single sourced from
a small set of vendors - but in the NFV version of NSF devices, this
reduced set of sources will not provide a conpetitive edge. Due to
this market shift, the network security device vendors are realizing
that the proprietary provisioning protocols and formats of data may
be a liability. Qut of the NFV work has arisen a desire for a single
i nt eroperabl e network security device provisioning and control

pr ot ocol .

The 12NSF wi || be depl oyed al ong networ ks using other security and
NFV technol ogy. As section 3 described, the NFV NSF security is
depl oyed al ong side other security functions (AAA SACM DOTS, and
M LE devi ces) or deep-packet-inspection. The ETSI Network Functions
Virtualization: NFV security: Security and Trust gui dance docunent
(ETSI NFV SEC 003 1.1.1 (2014-12)) indicates that multiple
admnistrative domains will deployed in carrier networks. One
exanple of these multiple domains is hosting of nmultiple tenant
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domai ns (tel ecom service providers) on a single infrastructure domain
(infrastructure service) as figure 9 shows. The ETSI Inter inter-
VNFM docunent (aka Ve-Vnfn) between the el enent managenent system and
the Virtual network function is the equivalent of the interface
between the |1 2NSF client on a nmanagenent system and the | 2NSF agent
on the network security feature VNF.

+- - 0SS/ BSS
|
|
| T +
] |
| | : EMSL: : EMB | ETSI inter-VNFM
| ] [] .. N | (VVe-Vnfn)
[ | [ ] | | ==========|2NSF interface
| |- - JiE |
| ] VNF1 VNF1 : | Tenant domain
|”!”;”||;”””’;||;;;””!”
| | _
[ ... S I | infrastructure
| | :virtual : :virtual : | domain
| | :computing: :conputing: | with virtual
[ ] | network
| | [ gl gt SRR
| | | virtualization |ayer| |
| | B ettt |
| ] ... Cee e e |
| ====: conputing: :storage : :network : |
| :hardware : :hardware: :hardware: |
| |
| hardware resources |
o m e e e e e e e e e e e e e e e e e +

Figure 9

The ETSI proof of concept work has worked on the follow ng security
proof of concepts:

o0 #16 - NFVliaas with Secure, SDN controlled WAN Gat eway,

5.3.2. |2NSF Gap Anal ysis
The 12NSF wi |l be deployed on top of virtual conputing |inked
together by virtual routers configured by NETCONF/ RESTCONF or |2RS

whi ch provision and nonitoring the L1, L2, |13 and servi ce pat hways
t hrough t he network.
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In the NFV-rel ated productions, the current architecture does not
have a protocol to maintain an interoperability provisioning from

I 2NSF client to | 2NSF agent. The result is that service providers
have to manage the interoperability using private protocols. In
response to this problem the device manufacturers and the service
provi ders have begun to di scuss an | 2NSF protocol for interoperable
passi ng of provisioning and filter in formation.

Open source work (such as OPNFV) provides a common code base for
providers to start their NFV work from However, this code base
faces the sane problem There is no defacto standard protocol.

5.4. OPNFV

The OPNFV (www. opnfv.org) is a carrier-grade integrated, open source
pl atform focused on accel erating the introduction of new Network
Function Virtualization (NFV) products and service. The OPNFV Moon
project is focused on adding the security interface for a network
managenent systemw thin the Tenant NFVs and the infrastructure NFVs
(as shown in figure 4). This section provides an overview of the
OPNFV Moon project and a gap anal ysis between | 2NSF and the OPNFV
Moon Proj ect.

5.4.1. OPNFV Moon Proj ect

The OPNFV noon project (https://w ki.opnfv.org) is a security
managenent system NFV uses cloud computing technol ogies to
virtualize the resources and automate the control. The Moon project
is working on a security manager for the C oud conputing
infrastructure (https://w ki.opnfv.org/noon). The Moon project
proposes to provision a set of different cloud resources/services for
VNFs (Virtualized Network Functions) while managi ng the isol ation of
VNS, protection of VNFs, and nonitoring of VNS. Mon is creating a
security managenment system for OPNFV with security nmanagers to
protect different |ayers of the NFV infrastructure. The Moon project
i's choosing various security project nechanisns "a la cart”" to
enforcenent related security managers. A security nmanagenment system
i ntegrates nechani sns of different security aspects. This project
will first propose a security nmanager that specifies users’ security
requirenents. It will also enforce the security nmanagers through
vari ous nmechani sns |ike authorization for access control, firewall
for networking, isolation for storage, logging for tractability, etc.

The Mbon security manager operates a VNF security manager at the ETSI
VeVnf m | evel where the |I2NSF protocol is targeted as figure 10 shows.
Figure 10 al so shows how the OPNFV VNF Security project mxes the

| 2NSF [ evel with the device |evel.
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The Moon project lists the follow ng gaps in OpenStack:

0]

No centralized control for conpute, storage, and networking. Open
Stack uses Nova for conmputing and Swift for software. Each system
has a configuration file and its own security policy. This |acks
t he synchroni zation mechanismto build a conplete secure
configuration for OPNF.

No dynam c control so that if a user obtains the token, the is no
way to obtain control over the user.

No custom zation or flexibility to allow integration into
di fferent vendors,

No fine grain authorization at user level. Authorization is only
at the API

Moon addresses these issues addi ng authorization, |ogging, |IDS
enforcenent of network policy, and storage protection. Mon is based

on

Del

Har es,

OpenSt ack Keyst one.

iverable time frame: 2S 2015
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+- - 0SS/ BSS

|

|

| T I P +

] |

| | : EMBL: : EMB | ETSl inter-VNFM

| ] A P 1N I | (\Ve-Vnfn)

[ | ] | | ==========| 2NSF interface

[ | [].. []. | Moon VNF === Moon VNF

[ | Security Security MR

| ] VNF1 VNF1 |

[ ] ... .. | ] | Tenant domain

””””||””””’||”””””

[ ... S I | infrastructure

| | :virtual : :virtual : | domain

| | :computing: :conputing: | with virtual

[ ] | network

| | +::?:::::?:::?::::::::+ ________

| | | virtualization |ayer| |

| | B ettt

| | =============Nbon VNF ===Nbon VI

| | security project Security MGR

S |

| ====: conmputing: :storage : :network : |
| :hardware : :hardware: :hardware: |
| |
| bhardware resources |
Y +

Fi gure 10
5.4.2. @Gp Analysis for OPNFV Moon Project
OpenSt ack congress does not provide vendor independent systens.
5.5. OpenStack Security Firewall
OpenSt ack has advanced features of: a) APl for nanaging security
groups (http://docs. openst ack. org/ adm n- gui de-cl oud/ cont ent/
section_securitygroups.htm) and b) firewalls as a service
(http://docs. openst ack. or g/ adm n- gui de- cl oud/ cont ent/
fwaas_api _abstractions. htnl).

This section provides an overview of this open stack work, and a gap
anal ysis of how | 2NSF provi des additional functions
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5.5.1. Overview of APl for Security G oup
The security group with the security group rul es provides ingress and
egress traffic filters based on port. The default group drops al
ingress traffic and allows all egress traffic. The groups wth
additional filters are added to change this behaviour. To utilize
the security groups, the networking plug-in for Open Stack nust
i npl enent the security group API. The following plug-ins in
OpenSTsack currently inplenment this security: M2, Qpen vSwitch,
Li nux Bridge, NEC, and VMvare NSX. In addition, the correct firewall
driver nmust be added to make this functional.

5.5.2. Overview of Firewalls as a Service
Firewall as a service is an early release of an APl that allows early
adopters to test network inplenentations. It contains APIs with
paraneters for firewall rules, firewall policies, and firewall
identifiers. The firewall rules include the follow ng information:
o identification of rule (id, name, description)
o identification tenant rule associated wth,
o links toinstalled firewall policy,
o |IP protocol (tcp, udp, icnp, none)
0o source and destination |IP address
0 source and destination port
o action: allow or deny traffic
o status: position and enabl e/ di sabl ed
The firewall policies include the follow ng information:
o identification of the policy (id, nanme, description),
o identification of tenant associated wth,
o ordered list of firewall rules,
o indication if policy can be seen by tenants other than owner, and

o indication if firewall rules have been audited.

The firewall table provides the follow ng information:
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o identification of firewall (id, name, description),
0o tenant associated with this firewall
o admnistrative state (up/down),

o status (active, down, pending create, pending delete, pending
updat e, pending error)

o firewall policy IDthis firewall is associated with
5.5.3. |2NSF Gap anal ysi s

The OpenStack work is prelimnary (security groups and firewall as a
service). This work does not allow any of the existing network
security vendors provide a nanagenent interface. Security devices
take tinme to be tested for functionality and their detection of
security issues. The OpenStack work provides an interesting sinple
set of filters, and may in the future provide sone virtual filter
service. However, at this tinme this open source work does not
address the single managenent interfaces for a variety of security
devi ces.

| 2NSF is proposing rules that will include Event-Condition-matches
(ECA) with the follow ng matches

packet based matches on L2, L3, and L4 headers and/or specific
addresses within these headers,

context based matches on schedul e state and schedule, [Editor:
Need nore details here.]

The 1 2NSF is proposing action for these ECA policies of:
basi c actions of deny, permt, and mrror,
advanced actions of: IPS signature filtering and URL filtering.
5.6. CSA Secure C oud
5.6.1. CSA Overview
The O oud Security Alliance (CSA) (ww. cl oudsecurityaliance. org)
defined security as a service (SaaS) in their Security as a Service
wor ki ng group (SaaS W5 during 2010-2012. The CSA SaaS group defi ned
ten categories of network security

(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS V1 0. pdf) and provides inplenentation gui dance for each of

Hares, et al. Expires April 20, 2016 [ Page 28]



I nternet-Draft | 2NSF Exi sting Wrk Anal ysis Cct ober 2015

these ten categories This section provides an overview of the CSA
SaaS wor ki ng groups docunentation and a Gap anal ysis for | 2NSF

5.6.1.1.

CSA Security as a Service(SaaS)

The CSA SaaS working group defined the follow ng ten categories, and
provi ded i npl enent ati on gui dance on these categories:

1

10.

Har es,

Identity Access Managenent (1AM
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _1 | AM | npl enent ati on_Gui dance. pdf)

Data Loss Prevention (DLP)
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat 2 DLP_I npl ement ati on_QGui dance. pdf)

Web Security (web)
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _3 Web_Security_I npl ement ati on_CGui dance. pdf),

Emai | Security (enail)
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _4 Email _Security I nplenentation_Qui dance. pdf),

Security Assessnents
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat 5 Security Assessnents_ | npl enmentati on_QGui dance. pdf),

I ntrusi on Managenent
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat_6_I ntrusi on_Managenent | npl enent ati on_QGui dance. pdf),

Security information and Event Managenent
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _7_SI EM | npl enent ati on_CGui dance. pdf),

Encrypti on
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _8 Encryption_I npl enment ati on_CQGui dance. pdf),

Busi ness Continuity and D saster Recovery (BCDR)
htt ps: // downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS _Cat 9 BCDR I npl enent ati on_GQGui dance. pdf), and

Net wor k Security
(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat 10 Network _Security I nplenentation_Qui dance. pdf).
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The sections bel ow gi ve an overview these inplenmentation gui dances
5.6.1.2. ldentity Access Managenent (1AM

docunent :

(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/

SecaaS Cat _1 | AM I npl enent ati on_CGui dance. pdf)

The identity managenent systens include the foll ow ng services:

0 Centralized Directory Services,

0 Access Managenent Servi ces,

o Ildentity Managenent Servi ces,

o ldentity Federation Services,

0 Rol e-Based Access Control Services,

0o User Access Certification Services,

o Privileged User and Access Managenent,

0o Separation of Duties Services, and

o ldentity and Access Reporting Services.

The | AM devi ce conmuni cations with the security managenent system

that controls the filtering of data. The CSA SaaS | AM specification

states that interoperability between | AM devi ces and secure access

networ k managenent systens is a a problem This 2012 inpl enmentation
report confirms there is a gap with | 2NSF

S + S N +
| TAM device | ---- SLA ------------ | secure
| | Access revi ew | access |
| | security events | NMVS |
| | access tracing | |
|- + Audi t report -] ---+

| | | |

| Homoe e + | |

========== | Fil ter enforcenent|====5|

Fom e e e e e oo oo +
Figure 11

Hares, et al. Expires April 20, 2016 [ Page 30]



I nternet-Draft | 2NSF Exi sting Wrk Anal ysis

5.6.1.3. Data Loss Prevention (DLP)

Docunent :

Cct ober 2015

(https://downl oads. cl oudsecurityalliance.org/initiatives/secaas/

SecaaS Cat _2 DLP_I| npl enent ati on_Gui dance. pdf)

The data | oss prevention (DLP)services nust address:

o origination verification,

O integrity of data,

o confidentiality and access control,

0 accountability,

o avoiding false positives on detection,

0O privacy concerns.

The CSA SaaS DLP devi ce comruni cations require that
enforcenent capabilities to do the follow ng:

alert and | og data | oss,

del ete data on system or passing through,

filter out (block/quarantine) data,

reroute data,

encrypt data

DLP device | ---- SLA -----------

I

| | Alert and | og
| | del ete data

| | filter/reroute
+ | ------- + encrypt data

Figure 12
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5.6.1.4. Wb security(Wb))

Docunent :
htt ps://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _3 Web_Security_ | npl enent ati on_CQGui dance. pdf

The web security services nust address:

0]

0]

0]

0]

Web 2.0/ Soci al Media control s,
Mal ware and Anti-Virus controls,

Data Loss Prevention controls (over Wb-based services |ike Gri
or Box. net),

XSS, JavaScript and other web specific attack controls

Wb URL Filtering,

Policy control and adm nistrative nmanagenent,

Bandwi dt h managenment and quality of service (QS) capability, and

Monitoring of SSL enabled traffic.

The CSA SaaS Wb services device comuni cations require that it have
the enforcenent capabilities to do the foll ow ng:

All

alert and | og malware or anti-virus data patterns,

del ete data (malware and virus) passing through systens,
filter out (block/quarantine) data,

filter Wb URLs,

interact with policy and network managenent systens,
control bandw dth and QoS of traffic, and

nmoni tor encrypted (SSL enabled) traffic,

of these features either require the | 2NSF standardi zed | 2NSF

client to | 2NSF agent to provide nulti-vendor interoperability.

Har es,
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N + S N +
| Wb security| ---- SLA ------------ | secure
| | Alert and | og | access |
| | del ete data | NMVS |
| | filter/reroute data | |
| | ensure bandwdith/ QOS | |
| | nonitor encrypted | |
| | dat a | |
-] |- + encrypt data -] ---+

| | | |

|| oo + ]

========== | Fil ter enforcenent|====7|

S +
Fi gure 13

5.6.1.5. Emmil Security (enail))
Docunent :
htt ps://downl oads. cl oudsecurityal liance.org/initiatives/secaas/
SecaaS Cat_4 Email _Security_ | npl enmentation_QGui dance. pdf

The CSA Docunent reconmends that enmil security services mnust
addr ess:

o Common el ectronic mail conponents,

o Electronic nail architecture protection,

o Common electronic mail threats,

0o Peer authentication,

o Electronic nail nessage standards,

o Electronic mail encryption and digital signature,
o Electronic mail content inspection and filtering,
o Securing mail clients, and

o Electronic mail data protection and availability assurance
t echni ques

The CSA SaaS Emmil| security services requires that it have the
enforcenent capabilities to do the follow ng:

provi de the nmal ware and spam detecti on and renoval,
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alert and provide rapid response to email threats,
identify email users and secure renote access to email,
do on-demand provisioning of email services,

filter out (block/quarantine) email data,

know where the email traffic or data is residing (to to regul atory
i ssues), and

be able to nonitor encrypted email
be able to encrypt email

be able to retain email records (while abiding with privacy
concerns), and

interact with policy and network managenent systens.

Al'l of these features require the |12NSF standardi zed | 2NSF client to
| 2NSF agent to provide multi-vendor interoperability.

S + S R +
| Enai | | ---- SLA ------------ | secure
| security | alert/log malware | access |
| | alert/log email spam| NVB |
| | filter/reroute data | |
| | ensure bandw dt h/ QOS | |
| | nonitor encrypted | |
| | dat a | |
- ------- + encrypt data -] ---+

| | | |

|| oo + ]

========== | Filter enforcenent|=====|

U +
Fi gure 14

5.6.1.6. Security Assessnent
Docunent :
htt ps: // downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _5 Security_ Assessnents_I| npl enmentati on_QGui dance. pdf

The CSA SaaS Security assessnent indicates that assessnents need to
be done on the follow ng devices:

o hypervisor infrastructure,
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0 network security conpliance systens,
o Servers and workstati ons,

o applications,

o0 network vulnerabilities systens,

o internal auditor and intrusion detection/prevention systens (|DS/
I PS), and

o web application systens.
Al'l of these features require the |I2NSF working group standardi ze the
way to pass these assessnents to and fromthe | 2NSF client on the
| 2NSF managenent system and the | 2NSF Agent.
5.6.1.7. Intrusion Detection
Docunent :
htt ps://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _6_ I ntrusi on_Managenent | npl ement ati on_Qui dance. pdf)

The CSA SaaS I ntrusion detection managenent includes intrusion
detection through: devices:

o Network traffic inspection, behavioural analysis, and flow
anal ysi s,

o0 Operating System Virtualization Layer, and Host Process Events
noni t ori ng,

o nonitoring of Application Layer Events, and

o Correlation Techniques, and other D stributed and C oud-Based
Capabilities

I ntrusion response includes both:

o Automatic, Manual, or Hybrid Mechani sns,

o Technical, Operational, and Process Mechani sns.

The CSA SaaS recommends the intrusion security nmanagenent systens
i ncl ude provisioning and nonitoring of all of these types of

intrusion detection (IDS) or intrusion protection devices. The
managenent of these systens requires al so requires:
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Central reporting of events and alerts,
adm ni strator notification of intrusions,
Mappi ng of alerts to C oud-Layer Tenancy,

Cl oud sourcing information to prevent fal se positives in
detecti on, and

allowing for redirection of traffic to allow renote storage or
transm ssion to prevent |ocal evasion.

Al'l of these features require the |I2NSF standardi zed | 2NSF client to
| 2NSF agent to provide nmulti-vendor interoperability.

| DS/ | PS
security

| ---- Info ---------- | secure |
| alert/log intrusion | access |
| notify admnistrator | NVS |
| Map alerts to Tenant | |
|filter/reroute traffic] |
| renpte data storage | |

+- ---+

Figure 15
5.6.1.8. Security Information and Event Managenent ( SEI M

Docunent :
htt ps://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat _7_SIEM I npl enent ati on_QGui dance. pdf)

The Security Information and Event Managenent (SEIM receives data
froma w de range of security systens such as ldentity managenent
systenms (1AM, data |oss prevention (DLP), web security (Wb), emai
security (email), intrusion detection/prevision (IDS/IPS)),
encryption, disaster recovery, and network security. The SEIM
conbines this data into a single streans. All the requirenents for
data to/fromthese systens are replicated in these systens needs to
give a report to the SIEM system

A SI EM system woul d be prine candidate to have a | 2NSF client that

gathers data from an | 2NSF Agent associated with these various types
of security systens. The CSA SaaS SIEM functionality docunent
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suggests that one concern is to have standards that allow tinely
recordi ng and sharing of data. |2NSF can provide this.

5.6.1.

9. Encryption

Docunent :

ht t

ps:// downl oads. cl oudsecurityalliance.org/initiatives/secaas/

SecaaS Cat _8 Encryption_I npl enent ati on_CGui dance. pdf

The CSA SaaS Encryption inplenmentation gui dance docunent considers
how one i npl enents and nmanages the foll ow ng security systens:

key managenent systens (KMS), control of keys, and key life cycle;
Shared Secret encryption (Symretric ciphers),

No- Secret or Public Key Encryption (asymmetric ciphers),

hashi ng al gorit hns,

Digital Signature Al gorithns,

Key Establishnment Schenes,

Protection of Cryptographic Key Material (FIPS 140-2; 140-3),

Interoperability of Encryption Systens, Key Conferencing, Key
Escrow Systens, and others

application of Encryption for Data at rest, data in transit, and
data in use;

PKI (including certificate revocation "CRL");

Future application of such technol ogi es as Hononorphi c encrypti on,
Quant um Crypt ography, Identitybased Encryption, and others;

Crypto-systemintegrity (How bad inplenentati ons can under mnd a
crypto-systen), and

Crypt ographic Security Standards and Qui deli nes

The wi de variety of encryption services require the security
managenent systens be able to provision, nonitor, and control the
systens that are being used to encrypt data. This docunent indicates

in

the inplementation sections that the standardi zati on of interfaces

to/ from managenent systens are key to good key nanagenent systens,
encryption systens, and crypto-systens.
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5.6.1.10. Business Continuity and D saster Recovery (BC/ DR
Docunent :
htt ps://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS _Cat _9 BCDR I npl enent ati on_Qui dance. pdf
The CSA SaaS Business Continuity and D saster Recovery (BC DR)
i mpl ement ati on gui dance docunent considers the systens that inplenent
the the contingency plans and neasures designed and i nplenented to
ensure operational resiliency in the event of any service
interruptions. BC/ DR systens includes:
Busi ness Continuity and D saster Recovery BC/DR as a service,
i ncludi ng categories such as conplete D saster Recovery as a
Servi ce (DRaaS), and subsets such as file recovery, backup and
ar chi ve,
Storage as a Service including object, volune, or block storage;
old Site, Warm Site, Hot Site backup pl ans;

laaS (Infrastructure as a Service), PaaS (Platformas a Service),
and SaaS (Software as a Service);

I nsurance (and insurance reporting prograns)

Busi ness Partner Agents (business associ ate agreenents);

System Replication (for high availability);

Fai |l -back to Live Systens nechani snms and managenent ;

Recovery Tinme (Objective (RTO and Recovery Point Cbjective (RPO;

Encryption (data at rest [DAR], data in notion [DIM, field
| evel );

Real m based Access Control

Service-level Agreements (SLA); and

| SO | EC 24762: 2008, BS25999, |SO 27031, and FINRA Rul e 4370
These BC/ DR systens nust handl e data backup and recovery, server
backup/recovery, and data center (virtual/physical) backup and

recovery. Recovery as a service (RaaS) neans that the BC/ DR services
are bei ng handl ed by managenent systens outside the enterprise.
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The wide variety of BCDR requires the security managenent systens to
be able to communi cate provisioning, nonitor, and control those
systens that are being used to back-up and restore data. An

i nt eroperabl e protocol that allows provision and control of data
center’s data, servers, and data center nanagenent devices devices is
extrenely inportant to this application. Recovery as a Service
(SaaS) indicates that these services need to be able to be renotely
managenent .

The CSA SaaS BC/ BR docunents indicate how i nportant a standardi zed
| 2NSF protocol is.

5.6.1.11. Network Security Devices
Docunent :
htt ps://downl oads. cl oudsecurityalliance.org/initiatives/secaas/
SecaaS Cat 10 Network Security_ I npl enentati on_Qui dance. pdf

The CSA SaaS Network Security inplenmentation recommendation includes
advi ce on:

How t 0 segnment networks,

Net wor k security controls,

Controlling ingress and egress controls such as Firewalls
(Stateful), Content Inspection and Control (Network-based),
Intrusion Detection System Intrusion Prevention Systens (IDS/IPS),
and Web Application Firewalls,

Secure routing and tine,

Deni al of Service (DoS) and Distributed Denial of Service (DDoS)
Protection/Mtigation,

Virtual Private Network (VPN) with Ml tiprotocol Label Sw tching
(MPLS) Connectivity (over SSL), Internet Protocol Security (IPsec)
VPNs, Virtual Private LAN Service (VPLS), and Ethernet Virtual
Private Line (EVPL),

Threat Managenent,

Forensi c Support, and

Privileged User/Use Mnitoring.

These network security systens require provisioning, nonitoring, and
the ability for the security managenent systemto subscribe to
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receive | ogs, snapshots of capture data, and tine synchroni zation.
Thi s docunent states the foll ow ng:

"It is critical to understand what nonitoring APls are avail abl e
fromthe CSP, and if they match risk and conpliance requirenents”,

"Network security auditors are challenged by the need to track a
server and its identity fromcreation to deletion. Audit tracking
is challenging in even the nost mature cloud environnments, but the
chal l enges are greatly conplicated by cloud server spraw, the
situation where the nunber of cloud servers being created is
growi ng nore quickly than a cloud environnments ability to manage

t hem "

A valid threat vector for cloud is the APl access. Since a
majority of CSPs today support public APl interfaces avail able
within their networks and |ikely over the Internet."”

The CSA SaaS network security indicates that the |I2NSF nust be secure
so that the I12NSF dient-Agent protocol does not becone a valid
threat vector. 1In additions, the need for the nmanagenent protocol
like I2NSF is critical in the spraw of C oud environnent.

5.6.2. |2NSF Gap Anal ysis

The CSA Security as a Service (SaaS) docunent show clearly that there
is a gap between the ability of the CSA SaaS devices to have a vendor
neutral, inoperable protocol that allow the nultiple of network
security devices to communi cate passing provisioning and
informati onal data. Each of the 10 inplenentati on agreenents points
to this as a shortage. The |I2NSF yang nodel s and protocol is needed
according to the CSA SaaS docunents.

5.7. In-depth Review of |IETF protocols
5.7.1. NETCONF and RESTCONF

The | ETF NETCONF wor ki ng group has devel oped the basics of the
NETCONF protocol focusing on secure configuration and querying
operational state. The NETCONF protocol [RFC6241] may be run over
TLS [ RFC6639] or SSH ([ RFC6242]. NETCONF can be expanded to defaults
[ RFC6243], handling events ([RFC5277] and basic notification

[ RFC6470], and filtering wites/reads based on network access control
nodel s (NACM [ RFC6536]). The NETCONF configuration nust be
commtted to a configuration data store (denoted as confi g=TRUE)

Yang nodel s identify nodes within a configuration data store or an
operational data store using a XPath expression (docunent root ---to
--- target source). NETCONF uses an RPC nodel and provi des protocol
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for handling configs (get-config, edit-config, copy-config, delete-
config, lock, unlock, get) and sessions (close-session, Kkill-
session). The NETCONF Wor ki ng Group has devel oped RESTCONF, which is
an HTTP-based protocol that provides a programmatic interface for
accessing data defined in YANG using the datastores defined in
NETCONF.

RESTCONF supports "two edit condition detections"” - tinme stanp and
entity tag. RESTCONF uses a URlI encoded path expressions. RESTCONF
provi des operations to get renote servers options (OPTIONS), retrieve
data headers (HEAD), get data (GET), create resource/invoke operation
(POST), patch data (PATCH), delete resource (DELETE), or query.

RFCs for NETCONF

0 NETCONF [ RFC6242]

0 NETCONF nonitoring [ RFC6022]

o NETCONF over SSH [ RFC6242]

0o NETCONF over TLS [ RFC5539]

0 NETCONF system notification> [ RFC6470]

o0 NETCONF access-control (NACM [ RFC6536]

0 RESTCONF [I-D.ietf-netconf-restconf]

0 NETCONF- RESTCONF call honme [I-D.ietf-netconf-call-hone]

o0 RESTCONF col | ection protocol
[I-D.ietf-netconf-restconf-collection]

0 NETCONF Zero Touch Provisioning [I-D.ietf-netconf-zerotouch]

5.7.2. |2RS Protocol
Based on input fromthe NETCONF wor ki ng group, the |I2RS working group
deci ded to re-use the NETCONF or RESTCONF protocols and specify
additions to these protocols rather than create yet another protocol
( YAP) .

The required extensions for the |I2RS protocol are in the foll ow ng
drafts:

o Epheneral state [I-D.ietf-i2rs-epheneral -state],
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o Publication-Subscription notifications
[I-D.ietf-i2rs-pub-sub-requirenents],

o Traceability [I-D.ietf-i2rs-traceability],
0 Security requirenents [I-D. hares-i2rs-auth-trans]

At this time, NETCONF and RESTCONF cannot handl e the epheneral data
store proposed by I2RS, the publication and subscription

requi renents, the traceability, or the security requirenents for the
transport protocol and nessage integrity.

5.7.3. NETMOD Yang nodul es

NETMOD devel oped initial Yang nodels for interfaces [RFC7223]), IP
address ([ RFC7277]), |Pv6 Router advertisenment ([RFC7277]), IP
Systens ([RFC7317]) with system |ID, systemtinme managenent, DNS

resol ver, Radius client, SSH, sysl og
([1-D.ietf-netnod-syslog-nodel]), ACLS ([!|-D.ietf-netnod-acl-nodel]),
and core routing blocks ([I-D.ietf-netnod-routing-cfg] The routing
wor ki ng group (rtgwg) has begun to exam ne policy for routing and

t unnel s.

Prot ocol specific Wrking groups have devel oped yang nodels for ISIS
([I-D.ietf-isis-yang-isis-cfg]), OSPF ([I-D.ietf-ospf-yang]), and BGP
( merge of [I-D.shaikh-idr-bgp-nodel] and [I-D.zhdanki n-idr-bgp-cf g]
with the bgp policy proposed nmultiple Wrking groups (idr and
rtgwg)). BGP Services yang nodel s have been proposed for PPB EVPN
([1-D.tsingh-bess-pbb-evpn-yang-cfg]), EVPN

([1-D. zhuang- bess-evpn-yang]), L3VPN ([I-D. zhuang-bess-I 3vpn-yang]),
and nulticast MPLS/BGP IP VPNs ([I|-D.liu-bess-nvpn-yang]).

5.7.4. COPS

One early focus on flow filtering based on policy enforcenent of
traffic entering a network is the 1990s COPS [ RFC2748] design (PEP
and PDP) as shown in figure 16. The Policy decision point kept
networ k-wi de policy (E.g. ACLs) and sent it to Policy enforcenents
who then woul d control what data fl ows between the two These deci sion
points controlled data flow fromPEP to PEP. [RFC3084] describes
COPS use for policy provisioning.
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PDP

+----- + [\ +----- +

| PEP1 | --/ \---| PEP2

| | ACL/policy | |

| | | |

) | -----
to---- + data flow +----- +
Figure 16

COPS had a design of Policy Enforcenent Points (PEP), and policy
Deci sion Points (PDP) as shown in figure 16. These decision points
controlled flow from PEP to PEP

Wiy COPS is no | onger used

Security in the network in 2015 uses specific devices (IDS/IPS, NAT
firewall, etc) with specific policies and profiles for each types of
device. No conmmon protocol or policy format exists between the
policy manager (PDP) and security enforcenent points.

COPs RFCs: [RFC4261], [RFC2940], , [RFC3084], , [ RFC3483]
Wiy | 2NSF is different COPS

COPS was a protocol for policy related to Quality of Service (QoS)
and signalling protocols (e.g. RSVP) (security, flow, and others).
| 2NSF creates a comon protocol between security policy decision
points (SPDP) and security enforcenent points (SEP). Today’s
security devices currently only use proprietary protocols.

Manuf acturers would like a security specific policy enforcenment
protocol rather than a generic policy protocol.

5.7.5. PCP

As indicated by the name, the Port Control Protocol (PCP) enables an
| Pv4 or 1 Pv6 host to flexibly manage the | P address and port mappi ng
i nformati on on Network Address Translators (NATs) or firewalls, to
facilitate comruni cation with renote hosts.
PCP RFCs:

[ RFC6887]

[ RFC7225]

[I-D.ietf-pcp-authentication]
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[I-D.ietf-pcp-optim ze-keepalives]
[1-D.ietf-pcp-proxy]

Wiy is | 2NSF different from PCP:

Here are sone aspects that I2NSF is different from PCP

o PCP only supports the nanagenent of port and address information
rat her than any other security functions

o Cover the proxy, firewall and NAT box proposals in |2NSF
5.7.6. NSIS - Next steps in Signalling

NSISis for standardi zing an I P signalling protocol (RSVP) along data
path for end points to request its unique QoS characteristics, unique
FW policies or NAT needs (RFC5973) that are different fromthe FW NAT
original setting. The requests are comunicated directly to the FW
NAT devices. NSISis |like east-west protocols that require al

i nvol ved devices to fully conply to nmake it work.

NSIS is path-coupled, it is possible to nessage every participating
device along a path without having to knowits location, or its

| ocation relative to other devices (this is particularly a pressing
i ssue when you’ ve got one or nore NATs present in the network, or
when trying to | ocate appropriate tunnel endpoints).

A di agram shoul d be added here showi ng | 2NSF and NSI S
Way 12NSF is different than NSI S:

0 The 12NSF requests fromclients do not go directly to network
security devices, but instead to controller or orchestrator that
can translate the application/user oriented policies to the
i nvol ved devices in the interface that they support.

0 The 12NSF request does not require all network functions in a path
to conply, but it is a protocol between the |I2NSF client and the
| 2NSF Agent in the controller and orchestrator

o0 |2NSF defines client (applications) oriented descriptors
(profiles, or attributes) to request/negotiate/validate the
network security functions that are not on the | ocal prem ses.

Wiy we belief |12NSF has a hi gher chance to be depl oyed than NSIS:
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6.

Har es,

0]

Open Stack already has a proof-of-concept/prelimnary

i npl enentation, but the specification is not conplete. |ETF can
play an active role to make the specification for 12NSF is
conplete. |ETF can conplete and extend the QpenStack

i npl ementation to provide an interoperable specification that can
nmeet the needs and requirenents of operators and is workable for
suppliers of the technology. The conbination of a carefully

desi gned interoperable | ETF specification with an open-source code
devel opnent Open Stack will |everage the strengths of the two
communities, and expand the informal ties between the two groups.
A software devel opnent cycle has the foll owi ng conponents:
architecture, design specification, coding, and interoperability
testing. The | ETF can take ownership of the first two steps, and
provi de expertise and a good worki ng at nosphere (in hack-a-thons)
in the last two steps for QpenSTack or other open-source coders.

| ETF has the expertise in security architecture and design for
i nt eroperabl e protocols that span controllers/routers, mddle-
boxes, and security end-systens.

| ETF has a history of working on interoperable protocols or
virtualized network functions (L2VPN, L3VPN) that are depl oyed by
operators in |arge scale devices. |ETF has a strong nonentumto
create virtualized network functions (see SFC W in routing) to be
depl oyed in network boxes. [Note: W need to add SACM and ot hers
here] .

Summari zed Requirenents

The | 2NSF framework shoul d provide a set of standard interfaces that
facilitate:

0]

Dynanmi ¢ creation, enabl enent, disablenent, and renoval of network
security functions;

Policy-driven placenment of new function instances in the right
adm ni strative domai n;

Attachnent of appropriate security and traffic policies to the
function instances

Managenent of depl oyed instances in terns of fault nonitoring,
utilization nonitoring, event |ogging, inventory, etc.

Mor eover, an | 2NSF must support different depl oynent scenari os:

0]

Single and nulti-tenant environnents: The termnulti-tenant does
not nmean just different conpanies subscribing to a provider’s
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offering. It can for instance cover adm nistrative domai ns/
departnments within a single firmthat require different security
and traffic policies.

0 Prem se-agnostic: Said network security functions may be depl oyed
on prem ses or off prem ses of an organization

The | 2NSF framework shoul d provide a standard set of interfaces that
enabl e:

o Translation of security policies into functional tasks. Security
policies may be carried out by one or nore security functions.
For exanple, a security policy may be translated into an I DS/ | PS
policy and a firewall policy for a given application type.

o Translation of functional tasks into vendor-specific configuration
sets. For exanple, a firewall policy needs to be converted to
vendor - speci fic configurations.

o0 Retrieval of information such as configuration, utilization,
status, etc. Such information may be used for nonitoring,
audi ti ng, troubl eshooting purposes. The above functionality
shoul d be available in single- or multi-tenant environnments as
wel |l as on-prem se or off-prem se clouds.

7. | ANA Consi der ati ons
No | ANA considerations exist for this docunent.
8. Security Considerations

The rel ati onship between different actors define the security |evel
for the different use cases and nust be associated with
adm ni strative domai ns:

o Closed environnments where there is only one adm ni strative network
domain. More perm ssive access controls and |ighter validation
shall be allowed inside the domain because of the protected
environnment. Integration with existing identity nmanagenent
systens is al so possible.

o Open environnents where sone NSFs can be hosted in different
adm ni strative domains, and nore restrictive security controls are
required. The interfaces to the NSFs nust use trusted channels.
Identity frameworks and federations are common nodel s for
aut henti cati on and Authorization. Security controllers will be in
charge of this functionalities.
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10.

10.

10.

Virtualization applied to NSF environnent (vNSF) generate several
concerns in security, being one of the nost relevant the attestation
of the VNSF by the clients. A holistic analysis has been done in

[ NFVSEC] .
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