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Abstract

Thi s docunment describes the problem statenent for Interface to
Networ k Security Functions (I12NSF) and summary of the | 2NSF use
cases.

Status of This Meno

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nmay al so distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on June 22, 2016.
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1. Introduction

Thi s docunent describes the problem statenent for Interface to

Net wor k Security Functions (12NSF) and sunmmary of the |2NSF use
cases. A summary of the |I2NSF state of the art in the industries and
| ETF which is relevant to | 2NSF work is contained in

[1-D. hares-i2nsf-gap-anal ysi s] .

The grow ng chal |l enges and conplexity in maintaining a secure
infrastructure, conplying with regulatory requirenents, and
controlling costs are enticing enterprises into consum ng network
security functions hosted by service providers. The hosted security
service is especially attractive to small and nmedi um si ze enterprises
who suffer froma lack of security experts to continuously nonitor
acquire new skills and propose imrediate mtigations to ever

i ncreasi ng sets of security attacks.

According to [Gartner-2013], the demand for hosted (or cloud-based)
security services is growing. Small and nedi umsized busi nesses
(SMBs) are increasingly adopting cloud-based security services to
repl ace on-prem ses security tools, while larger enterprises are
deploying a m x of traditional and cl oud-based security services.

To nmeet the demand, nore and nore service providers are providing
hosted security solutions to deliver cost-effective managed security
services to enterprise custoners. The hosted security services are
primarily targeted at enterprises (especially small/medi umones), but
could al so be provided to any kind of nass-market customer. As the
result, the Network security functions (NSFs) are provided and
consuned in increasingly diverse environnents. Users of NSFs may
consune network security services hosted by one or nore providers,
whi ch may be their own enterprise, service providers, or a

conmbi nation of both. This docunment also briefly describes the
foll ow ng use cases summari zed by

[I-D. pastor-i2nsf-nerged-use-cases]:
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o [I-D.pastor-i2nsf-access-usecases] (I|2NSF-Access),

o [I-D.zarny-i2nsf-data-center-use-cases](l2NSF-DC), and

o [I-D.qi-i2nsf-access-network-usecase] (|2NSF-Mbile).
2. Term nol ogy

ACL: Access Control List

B2B: Busi ness-t o- Busi ness

Bespoke: Sonmet hing made to fit a particular person, client or
conpany.

Bespoke security managemnent: Security managenment which is nake to

fit a particular custoner.
DC: Dat a Center

FW Fi rewal |

| DS: I ntrusion Detection System
| PS: Intrusion Protection System
NSF: Net work security function. An NSF is a function that that

detects unwanted activity and bl ocks/mtigates the effect of such
unwanted activity in order to support availability of a network.
In addition, the NSF can help in supporting conmunication stream
integrity and confidentiality.

FIl ow based NSF: A NSF whi ch i nspects network flows according to a
policy intended for enforcing security properties. Flow based
security also neans that packets are inspected in the order they
are received, and without nodification to the packet due to the
i nspection process (MAC rewites, TTL decrenent action, or NAT
i nspection or changes).

Virtual NSF: A NSF which is deployed as a distributed virtual
devi ce.
VNFPool : Pool of Virtual Network Functions.
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3. Probl em Space

The foll ow ng sub-section describe the problens and chal |l enges facing
custoners and security service providers when sonme or all of the
security functions are no | onger physical hosted by the custoner’s
adm ni strative domain.

Security service providers can be internal to the conpany or external
security service providers. For exanple, an internal IT Security
group within a large enterprise could act as a security service
provider for the enterprise. In contrast, an enterprise could
outsource all security services to an external security service
provider in a global service provider. |In docunent, the security
service provider function whether it is internal or external, wll be
denoted as "service provider".

The "Custoner-Provider"” relationship may be between any two parties.
The parties can be in different firns or different domains of the
same firm Contractual agreenments may be required in such contexts
to formally docunent the custoner’s security requirenents and the
provider’s guarantees to fulfill those requirenments. Such agreenents
may detail protection |evels, escalation procedure, alarms reporting,
etc. There is currently no standard nechanismto capture those
requirenents.

A service provider may be a custoner of another service provider.
3.1. Facing Security Service Providers
3.1.1. Diverse Types of Security Functions

There are many types of NSFs. NSFs by different vendors can have
different features and have different interfaces. NSFs can be
deployed in nultiple locations in a given netwrk, and perhaps have
di fferent roles.

Bel ow are a few exanples of security functions and | ocations or
contexts in which they are often depl oyed:

External Intrusion and Attack Protection: Exanpl es of this function
are firewal | /ACL authentication, IPS, IDS, and endpoi nt
prot ection.

Security Functions in a DM Exanpl es of this function are
firewal | /ACLs, IDS/IPS, authentication and authorization services,
NAT, forwarding proxies, application, and AAA services. These
functions may be physically on-premse in a server provider’s
network at the DVMZ spots or at "virtual" DMZ.
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Internal Security Analysis and Reporting: Exanpl es of this function
are security logs, event correlation, and forensic analysis.

Internal Data and Content Protection: Exanpl es of this function are
encryption, authorization, and public/private key managenent for
i nternal database

G ven the diversity of security functions, the contexts in which

t hese functions can be depl oyed, and the constant evol ution of these
functions, standardi zing all aspects of security functions is
chal | engi ng, and nost probably not feasible. Fortunately, it is not
necessary to standardi ze all aspects. For exanple, froman | 2NSF
perspective, there is no need to standardi ze on how a firewall
filters are created or applied.

What is needed is having a standardi zed interface to control and
monitor the rule sets that NSFs use to treat packets traversing

t hrough. And standardizing interfaces will provide an inpetuous for
st andar di zi ng established security functions.

3.1. 2. Di verse Interfaces to Control NSFS

To provide effective and conpetitive solutions and services, Security
Service Providers may need to utilize nultiple security functions
fromvarious vendors to enforce the security policies desired by
their customners.

Since no widely accepted industry standard security interfaces exists
t oday, managenent of NSFs (device and policy provisioning,

monitoring, etc.) tends to be bespoke security managenent offered by
product vendors. As a result, automation of such services, if it
exists at all, is also bespoke. Thus, even in the traditional way of
depl oying security features, there is a gap to coordi nate anong

i mpl enentations fromdistinct vendors. This is the main reason why
nmono- vendor security functions are often deployed and enable in a
particul ar network segnment.

A challenge for nmonitoring is that an NSF cannot nonitor what it
cannot view. Therefore, enabling a security function (e.g., firewall
[I-D.ietf-opsawg-firewalls]) does not nean that a network is
protected. As such, it is necessary to have a nmechanismto nonitor
and provi de execution status of NSFs to security and conpliance
managenent tools. There exist various network security nonitoring
vendor specific interfaces for forensics and troubl eshooti ng.
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3.1.3. Diverse Interface to nmonitor the behavi or of NSFs

Qobvi ously, enabling a security function (e.g., firewall
[I-D.ietf-opsawg-firewalls] does not nmean that a network is
protected. Therefore, it is necessary to have a nechanismto nonitor
t he execution status of NSFs.

3.1.4. More Distributed NSFs and vNSFs

The security functions which are invoked to enforce a security policy
can be located in different equi pnent and network | ocati ons.

The European Tel ecomuni cations Standards Institute (ETSI) Network
Function Virtualization (NFV) initiative creates new managenent
chal I enges for security policies to be enforced by distributed,
virtual, and network security functions (VNSF).

A VNSF has higher risk of failure, mgrating, and state changes as
their hosting VMs being created, noved, or decomm ssi oned.

3.1.5. Mre Demand to Control NSFs Dynam cally

In the advent of SDN (see [I-D.jeong-i2nsf-sdn-security-services]),
nore clients, applications or application controllers need to
dynam cal |y update their communication policies that are enforced by
NSFs. The Security Service Providers have to dynam cally update
control requests to NSFs upon receiving the requests fromtheir
clients

3.1.6. Demand for nulti-tenancy to control and nonitor NSFs

Service providers may require having several operational units to
control and nonitor the NSFs, especially when NSFs becone distributed
and virtuali zed.

3.1.7. Lack of Characterization of NSFs and Capability Exchange

To offer effective security services, service providers need to
activate various security functions in NSFs or VvNSFs manufactured by
mul ti pl e vendors. Even within one product category (e.g., firewall),
security functions provided by different vendors can have different
features and capabilities. For exanple, filters that can be designed
and activated by a firewall may or may not support |Pv6 dependi ng on
the firewal |l technol ogy.

The service provider’s nanagenment system (or controller) needs a way

to retrieve the capabilities of service functions by different
vendors so that it could build an effective security solution. These
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3.

3.

1

1

service function capabilities can be docunented in a static manner
(e.g. afile) or via an interface which access a repository of
security function capabilities which the NSF vendors dynam cally
updat e.

A dynam c capability registration is useful for automation because
security functions may be subject to software and hardware updates.
These updates may have inplications on the policies enforced by the
NSFs.

Today, there is no standard nethod for vendors to describe the
capabilities of their security functions. Wthout a conmon technical
framework to describe the capabilities of security functions, service
provi ders cannot automate the process of selecting NSFs by different
vendors to acconmpbdate custoner’s requirenents.

8. Lack of Mechanismfor NSFs to utilize external profiles

Many security functions depend on signature files or profiles to
perform (e.g. |IPS/IDS signatures, DOTS filters). Different policies
m ght need different signatures or profiles. Today, the construction
and use of black databases can be win-win strategy for all parties

i nvol ved. There m ght be Open Source provided signature/profiles
(e.g. by Snort or others) in the future.

There is a need to have a standard envelop (i.e. the format) to all ow
NSFs to use external profiles.

9. Lack of Mechanisns to accept external alerts to trigger
automati c configuration changes

NSF can ask the | 2NSF security controller to alter network policy.
For exanple, a DDoS alert could trigger a change to routing systemto
send traffic to a traffic scrubbing service to mtigate the DDoS.

The DDoS protection has the following two parts: a) the configuration
of signaling of open threats and b) DDoS mtigation. DOTS controller
manages the signaling part of DDoS. |2NSF controller(s) would nmanage
the changing to the network policy. By nonitoring the network alerts
from DDoS, |2NSF can feed a alerts analytics engine that could
recogni ze attacks and the | 2NSF can i npl enent the needed new
pol i ci es.

DDoS mitigation is enhanced if the provider’s network security
controller can nonitor, analyze, and investigate the abnornmal events
and provide information to the client or change the network
configuration (see section x) for details on the interfaces.
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[1-D. zhou-i 2nsf-capability-interface-nonitoring] provides details on
how nonitoring aspects of the fl ow based Network Security Functions
(NSFs) can use the 12NSF interfaces to receive traffic reports and
enforce policy.

3.1.10. Lack of nmechanismfor dynam c key distribution to NSFs

There is a need for controller to distribute various keys to

di stributed NSFs. To distribute various keys, the keys nust be
created and managed. Wiile there is many key managenent et hods and
key derivation functions (KDF), there is a | ack of standard interface
to provision and nanage keys.

The keys may be used for nessage authentication and integrity in
order to protect data flow. In addition, keys nay be used to secure
t he protocol and nessages in the core routing infrastructure.

As of now there is no nuch focus on an abstraction for keying
information that describes the interface between protocols,
operators, and automated key managenent.

The keys may be used for nessage authentication and integrity in
order to protect data flow. In addition, keys may be used to secure
t he protocol and nessages in the core routing infrastructure.

The ability to utilize keys when routing protocols send or receive
nmessages Wi Il be enhanced by having an abstract key tabl e maintained
by a security services. Conceptually, there nmust be an interface
defined for routing/signaling protocols to nake requests of autonated
key managenent when it is being used, to notify the protocols when
keys becone available in the key table.

An abstract key service needs to have three things:

1. |12NSF need to design the key table abstraction, the interface
bet ween key managenent protocols and routing/other protocols, and
possi bly security protocols at other |ayers.

2. For each routing/other protocol, |I2NSF need to define the mappi ng
bet ween how the protocol represents key naterial and the
prot ocol -i ndependent key table abstraction. (If protocols share
common nechani snms for authentication (e.g. TCP Authentication
Option), then the same mappi ng may be reused.)

3. Automated Key nmanagenent nust support both synmmetric keys and
group keys via the service provided by itenms 1 and 2.
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3.1.10.1. Background on Core Routing Security

3.

3.

2.

2.

A reconmendation froma workshop held by the Internet Architecture
Board (1 AB) held a workshop on the topic of "Unwanted I nternet
Traffic" [ RFC4948] suggest since a "sinple risk anal ysis" suggests an
"ideal attack target of mnimal cost but maxi mal disruption is the
core routing infrastructure", it is inportant to "tightening the
security of the core routing infrastructure". One of the ways to
tighten security of the core routing infrastructure is to tighten the
security of protocol packets on the wire is by protecting the
nmessages by use of keys.

Conceptual Il y, when routing protocols send or receive nessages, they
m ght need to look up the key to use in this abstract key table.
Conceptual ly, there must be an interface defined for a protocols to
make requests of automated key nmanagenment when it is being used; when
keys becone avail able, they m ght be nade available in the key table.

Chal | enges Faci ng Custoners

When custoners invoke hosted security services, their security
policies nmay be enforced by a collection of security functions hosted
in different domains. Custoners may not have the security skills to
express sufficiently precise requirenents or security policies.
Usual |y these custonmers express the expectations of their security
requi renents or the intent of their security policies. These
expectations can be considered custoner |evel security expectations.
Custoners may al so desire to express guidelines for security
managenent. Exanpl es of such guidelines are the foll ow ng:

o Wiich critical communications are to be preserved during critical
events (DOTS),

o Wiich hosts are to continue service even during severe security
attacks (DOTS),

0 Reporting of attacks to CERT (M LE)
o Managi ng network connectivity of systenms out of conpliance (SACM,
1. NSFs from Heterogeneous Adm nistrative Donai ns

Many medi um and | arge enterprises have depl oyed vari ous on-prem ses
security functions which they want to continue to deploy. These
enterprises want to conbi ne |local security functions with renote
hosted security functions to achieve nore efficient and i nmedi ate
counter-neasures to both Internet-originated attacks and enterprise
net wor k- ori gi nat ed attacks.
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Sonme enterprises may only need the hosted security services for their
renmote branch offices where mnimal security infrastructures/
capabilities exist. The security solution will consist of NSFs on
custoner networ ks and NSFs on service provider networks.

3.2.2. Today’'s Control Requests are Vendor Specific

Custoners may consunme NSFs by nultiple service providers. Custoners
need to express their security requirenents, guidelines, and
expectations to the service providers. 1In turn, the service
providers nust translate this custoner information into custoner
security policies and associ ated configuration sets for the set of
security functions in their network. Wthout a standard techni cal
characterizations or a standard interface, the service provide faces
many chal | enges.

Due the | ack of standard technical characterizations and a standard
interfaces, the follow ng problens exists:

No standard technical characterization and/or APIs : Even the nost
common security services there is no standard technica
characterization or APIs. Mst security services are accessible
only through disparate, proprietary interfaces (e.g., portals or
API's) in whatever format vendors choose to offer. The service
provi der nust the custoner’s input to these wi dely varying
i nterfaces.

No standard interface: Wthout standard interfaces it is conplex
for custonmers to update security policies or integrate the
security functions in their enterprise with the security services
provi ded by the security service providers. This conplexity is
i nduced by the diversity of the configuration nodels, policy
nodel s, and supported nmanagenent interfaces. Wthout a standard
interface, new innovative security products find a |arge barrier
to entry into the market

Managi ng by scripts de-jour: The current practices rely on the use
of scripts which generate other scripts which the automatically
run to upload or downl oad configuration changes, |og informtion
and other things. These scripts have to be adjusted each tine an
i npl ementation froma different vendor is enabled in a provider
si de.

Lack of i mredi ate Feedback: Custoners may al so require a nechani sm

to easily update/nodify their security requirenments with inmediate
effect in the underlying involved NSFs.
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Lack of explicit invocation request: Wil e security agreenents are
in place, security functions may be solicited without requiring an
explicit invocation nmeans. Nevertheless, sonme explicit invocation
neans may be required to interact with a service function.

To see how standard interfaces could hel p achieve faster

i npl enentation time cycles, let us consider a custoner who would |ike
to dynamcally allow an encrypted flow with specific port, src/dst
addresses or protocol type through the firewall/IPS to enable an
encrypted video conferencing call only during the tine of the call.
Wth no commonly accepted interface in place, the custonmer would have
to | earn about the particular provider’'s firewall/IPS interface and
send the request in the provider’s required fornmat.

| security |
| MGT system |
oo

| ] proprietary

| ] or | 2NSF standard
|

Pi ct ure:
Port 10 Foe-mmm - +
-------- | FWIPS |-------------
Encrypted +-------- +
Video Fl ow

Figure 2: Exanple of non-standard vs. standard interface

In contrast, if a firewall/IPS interface standard exists, the
custoner woul d be able to send the request, w thout having to do the
extensive prelimnary legwrk. A standard interface al so hel ps
service providers since they could now offer the sanme firewall/IPS
interface to represent firewall/IPS services for utilizing products
from many vendors. The result is that the service provider has now
abstracted the firewal I /1 PS services. The standard interface al so
hel ps the firewal | /1 PS vendors to focus on their core security
functions or extended features rather than the standard buil di ng

bl ocks of a managenent interface.

3.2.3. Difficulty to Monitor the Execution of Desired Policies
How a policy is translated into technol ogy-specific actions is hidden
fromthe custoners. However, custoners still need ways to nonitor
t he delivered security service that results fromthe execution of
their desired security requirenents, guidelines and expectati ons.

Today, there is no standard way for custoners to get security service
assurance of their specified security policies properly enforced by
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the security functions in the provider domain. The custoner also
| acks the ability to perform"what-if" scenarios to assess the
efficiency of the delivered security service.

3.3. Difficulty to Validate Policies across Miltiple Domains

One key aspect of a hosted security service with security functions

| ocated at different premses is the ability to express, nonitor and
verify security policies that conmbi ne several distributed security
functions. It is crucial to an effective service to be able to take
these actions via a standard interface. This standard interface
becomes nore crucial to the hosted security service when NSFs are
instantiated in Virtual Machi nes which are sonetines w dely
distributed in the network and sonetines are conbi ned together in one
device to performa set of asks in a service.

Wt hout standard interfaces and security policy data nodels, the
enforcenment of a customer-driven security policy remains challenging
because of the inherent conplexity created by the conbining the

i nvocation of several vendor-specific security functions into a

mul ti -vendor, heterogeneous environnment. Each vendor specific
function may require specific configuration procedures and
oper ati onal tasks.

Ensuring the consistent enforcenment of the policies at various
domains is also challenging. Standard data nodels are likely to
contribute to aneliorating that issue.

3.4. Lack of Standard Interface to |Inject Feedback to NSF

Today, many security functions, such as IPS, |1DS, DDoS and Anti virus,
depend heavily on the associated profiles. They can perform nore
effective protection if they have the up-to-date profiles. As nore
sophi sticated threats arise, enterprises, vendors, and service
providers have to rely on each other to achieve optinmal protection.
Cyper Threat Alliance (CA http://cyberthreatalliance.org/) is is one
of those initiatives that aimat conbining efforts conducted by
mul ti pl e organizations.

Today there is no standard interface to exchange security profiles
bet ween organi zati ons.

3.5. Lack of Standard Interface for Capability Negotiation
There coul d be situations when the NSFs sel ected cannot performthe

policies requested by the Security Controller, due to resource
constraints. To support the automatic control in the SDN-era, it is
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necessary to have a set of nessages for proper negotiation between
the Security Controller and the NSFs.

4, Use Cases

Standard interfaces for nonitoring and controlling the behavior of
NSFs are essential building blocks for Security Service Providers and
enterprises to automate the use of different NSFs fromnultiple
vendors by their Security nmanagenment entities. |2NSF may be invoked
by any (authorized) client. Exanples of authorized clients are
upstream applications (controllers), orchestration systens, and
security portals.

4.1. Ceneral Use Cases

User request security services through specific clients (e.g. a
custoner application, the NSP BSS/ OSS or managenent platforn) and the
appropriate NSP network entity will invoke the (v)NSFs according to

t he user service request. We will call this network entity the
security controller. The interaction between the entities discussed
above (client, security controller, NSF) is shown in the follow ng

di agram
Fom e m o a o +
S + | S +
| | Interface 1 |Security | Interface 2 | NSF(s)|
|Cient <------------- > S R E > |
| | | Controller| | |
R R ppe— + | | R R ppe— +
Fom e m o a o +

Figure 2: Interaction between Entities

Interface 1 is used for receiving security requirenents fromclient
and translating theminto conmands that NSFs can understand and
execute. The security controller also passes back NSF security
reports (e.g. statistics) to the client which the control has
gathered from NSFs. Interface 2 is used for interacting with NSFs
according to commands, and collect status information about NSFs.

Client devices or applications can require the security controller to
add, delete or update rules in the security service function for
their specific traffic.

When users want to get the executing status of security service, they
can request the information of NSFs fromthe client. The security
controller will collect NSF information through Interface 2,
consolidate them and give feedback to client through Interface 1
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This interface can be used to collect not only individual service
i nformati on, but al so aggregated data suitable for tasks Iike
infrastructure security assessnent.

Custoners may require validating NSF availability, provenance, and
correct execution. This validation process, especially relevant for
VNSFs, includes at |east:

Integrity of the NSF: by ensuring that the NSF is not conpron sed;

| sol ati on: by ensuring the execution of the NSF is self-contained
for privacy requirenents in nulti-tenancy scenari os.

In order to achieve this, the security controller may coll ect
security measurenments and share themw th an i ndependent and trusted
third party (via the interface 1) in order to allow for attestation
of NSF functions using the third party added i nfornmation.

4.2. Access Networks

This scenario describes use cases for users (e.g. enterprise user,
network adm nistrator, and residential user) that request and nanage
security services hosted in the network service provider (NSP)
infrastructure. Gven that NSP custoners are essentially users of
their access networks, the scenario is essentially associated wth
their characteristics, as well as with the use of VNSFs.

The Virtual CPE described in [NFVUC] use cases #5 and #7 requires a
nodel of access virtualization that includes nobile and residenti al
access where the operator may offl oad security services fromthe
custoner local environment (E.g. device or termnal) to the operator
infrastructure supporting the access network.

These use cases defines the operator interaction with vNSFs through
automated interfaces, typically by B2B conmmuni cati ons.
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Cust oner + Access + PoP/ Dat acent er

| | oo +

| ymm- - +--. | Network |

| , | ‘- | Operator|
I I + | [+----+ | | Mgnt  Sys|
| Residential |-+------ [ - +vCPE+- - - - + +---m - +
Fommm e ek + | [ +----+ \ | :

I / |\ I I
+o e e - - + | X -+ +----+ |
| doud |---+---+----+ VPE+--+----+ NSF| |
R R ppe— + | : +----+ | +----+ |

I ; |/ I

- + | : +----+ | / :
| Mobile |-+----- \--+VEPCH+----+ /
I + | \ -+ , -

| | -

| R

+ +

Figure 3. NSF and actors

The follow ng are actions required for this access use case:

VNSF Depl oynent : The depl oynent process consists of instantiating a
NSF on a Virtualization Infrastructure (NFVI), within the NSP
adm ni strative domain(s) or with other external domain(s). This
is arequired step before a custoner can subscribe to a security
servi ce supported in the vNSF.

VNSF Cust omer Provi si oni ng: Once a VNSF is depl oyed, any custoner
can subscribe to it. The provisioning lifecycle includes the
fol | ow ng:

* Custoner enrollnment and cancellation of the subscription to a
VNSF;

* Configuration of the vNSF, based on specific configurations, or
derived fromcomon security policies defined by the NSP

* Retrieve and list of the vNSF functionalities, extracted froma
mani fest or a descriptor. The NSP managenent systens can
demand this information to offer detailed information through
t he comrercial channels to the custoner
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4.3. Coud Datacenter Scenario

In a datacenter, network security mechani sns such as firewalls may
need to be added or renoved dynami cally for a nunber of reasons.
These changes nmay be explicitly requested by the user, or triggered
by a pre-agreed upon service |evel agreenent (SLA) between the user
and the provider of the service. For exanple, the service provider
may be required to add nore firewall capacity within a set tinmefrane
whenever the bandwi dth utilization hits a certain threshold for a
specified period. This capacity expansion could result in adding new
i nstances of firewalls on existing machines or provisioning a
conpletely new firewall instance in a different machine.

The on-demand, dynam c nature of deploynent essentially requires that
the network security "devices" be in software or virtual form
factors, rather than in a physical appliance form This requirenment
is a provider-side concern. Users of the firewall service are
agnostic (as they should) as to whether or not the firewall service
is run on a VMor any other formfactor. Indeed, they may not even
be aware that their traffic traverses firewalls.

Furthernore, new firewall instances need to be placed in the "right
zone" (domain). The issue applies not only to nulti-tenant

envi ronments where getting the tenant in the right domain is of

par anount i nportance, but also in environments owned and operated by
a single organization with its own service segregation policies. For
exanple, an enterprise may nmandate that firewalls serving Internet
traffic and business-to-business (B2B) traffic be separate. Another
exanple is that IPS/IDS services for investnent banking and non-
banking traffic may be need to separated for regul atory reasons.

4.3.1. On-Demand Virtual Firewall Deploynent

A service provider operated cloud data center could serve tens of

t housands of clients. Cients’ conpute servers are typically hosted
on virtual machines (VMs), which could be depl oyed across different
server racks located in different parts of the data center. Oten it
is not technically and/or financially feasible to depl oy dedi cated
physical firewalls to suit each client’s nyriad security policy

requi renents. Wiat is needed is the ability to dynam cally depl oy
virtual firewalls for each client’s set of servers based on
established security policies and underlying network topol ogies.
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Figure 4. NSF in Data Center
2. Firewall Policy Deploynment Automation

Firewall rules setting is often a time consum ng, conplex and error-
prone process even within a single organi zation/enterprise franmework.
It becomes far nore conplex in provider-owned cl oud networks that
serve nyriad customers.

Firewall rules today are highly tied with ports and addresses of the
traffic. This makes it very difficult for clients of cloud data
center to construct rules for their own traffic as the clients only
see the virtual networks and the virtual addresses. The custoner-

vi sible virtual networks and addresses may be different fromthe
actual packets traversing the FW.

Even though nost vendors support simlar firewall features, the
actual rule configuration key words are different fromvendors to
vendors, making it difficult for automation. Automation works best
when it can | everage a common set of standards that will work across
NSFs by multiple vendors. Wthout automation, it is virtually

i npossi ble for clients to dynam cally specify their desired rules for
their traffic.

3. dient-Specific Security Policy in O oud VPNs

Cients of service provider operated cloud data centers need not only
secure virtual private networks (VPNs) but also virtual security
functions that enforce the clients’ security policies. The security
policies may govern conmunication within the clients’ own virtual
networks as well as comuni cation with external networks. For
exanpl e, VPN service providers may need to provide firewall and other
security services to their VPN clients. Today, it is generally not
possible for clients to dynamcally view (nuch | ess change) what,
where and how security policies are inplenented on their provider-
operated clouds. |ndeed, no standards-based framework that allows
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clients to retrieve/ manage security policies in a consistent manner
across different providers exists.

4.3.4. Internal network nonitoring

There are many types of internal traffic nonitors that may be managed
by a security controller. This includes a new class of services
referred to as DLP, Data Loss Prevention, or Reputation Protection
Services. Depending on the class of event, alerts nay go to internal
adm ni strators, or external services.

5. Managenent Consi derations

Managenent of NSFs usual ly include configuration of devices,
signaling and policy provisioning. [12NSF will only focus on the
policy provisioning part.

6. | ANA Consi derations
No | ANA consi derations exist for this docunent.
7. Security Considerations

Havi ng a secure access to control and nmonitor NSFs is crucial for
hosted security service. The new NSF security controller introduces
a new attack surface. It needs to be resilient to attack and
recovery fromattack needs to be quick and trivial (thus nmaking
attacking it "uninteresting’). Therefore, proper secure

comruni cati on channels have to be carefully specified for carrying
the controlling and nonitoring informati on between the NSFs and their
managenent entity (or entities).
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