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Abstract

This draft describes an |I2RS i nformati on nodel for managi ng the
service chain steering policy rules to a router via the |I2RS
interface (SFC-Policy I'M.
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This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on January 5, 2015.
Copyright Notice

Copyright (c) 2014 I ETF Trust and the persons identified as the
docunment authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided w thout warranty as
described in the Sinplified BSD License.

Har es & Dunbar Expi res January 5, 2015 [ Page 1]



I nt ernet -Dr

Thi s doc
Contri bu

10, 2008.

mat eri al

af t SFC Policy I M July 201

ument may contain material from | ETF Docunents or |ETF

tions published or nade publicly avail abl e before Novenber
The person(s) controlling the copyright in sone of this

may not have granted the | ETF Trust the right to allow

nmodi fi cati ons of such nmaterial outside the | ETF Standards Process.

W t hout
t he copy
out si de
not be ¢

obt ai ning an adequate |license fromthe person(s) controlling
right in such materials, this docunment may not be nodified
the | ETF Standards Process, and derivative works of it may
reated outside the | ETF Standards Process, except to format

4

it for publication as an RFC or to translate it into | anguages ot her
than English
Tabl e of Contents
1. Introduction . 2
2. Definition of terns . . 2
3. Service Chaining Background . . . 4
4. Overview of information nodel for SerV|ce Chaln . 4
5. Requirenments for Service Function Forwarder Node (SFFN)
Resources SFC Flow Filtering . 5
6. Service Forwarder Node RBNF . . 7
7. Information Moddel for Service Chain Functlon Instance
Di scovery . C e e e e e e e 8

8. Information Nbdel for Interested Service Function |Instances . 9
9. SFFN Instances Addresses . . . .10
10. Information Model for Reporting D rectly Attached Instances .10
11. RBNF for Reporting Directly Attached Instances . . . . . . . 10
12. Information Mddel for Traffic steering rules . . . . . . . . 11
13. Traffic Steering Rules RBNF . . . . . . . . . . . . . . . . . 11
14. Security Considerations . . . . . . . . . . . . . . . . . .. 12
15. I ANA Considerations . . . . . . . . . . . . . . . . . . . .. 12
16. Acknow edgements . . . . . . . . . . . . . . . . . . . ... 12
17. References . . 22

17.1. Normative References G

17.2. Informative References . . . . . . . . . . . . . . . . . 13
Authors’ Addresses . . . . . . . . . . . . . . . . . . . . ... 14

1. Introduction

This draft describes an |I2RS i nfornation nodel for managi ng the

Servi ce
2. Definit
NFV: Net

[ NFV-

Hares & Dun

Chain via the 12RS interface.
ion of terns
wor k Function Virtualization

Ter m nol ogy] .

bar Expi res January 5, 2015 [ Page 2]



I nternet-Draft SFC Policy I M July 2014

SF: Service Function
[I-D.ietf-sfc-problemstatenent].

SFF: Service Function Forwarder

Servi ce Chain
[I-D.bitar-i2rs-service-chaining] defines a service chain as an
ordered set of services applied to a packet of flow An exanple
of this is a sequence of service function such as Chai n#l1 {sl1, s4,
s6} or Chai n#2{s4, s7} at functional level. Also see the
definition of Service Function Chain in
[1-D. bitar-i2rs-service-chai ni ng]

Service Chain Instance Path

The actual Service Function Instance Conponents selected for a
servi ce chain.

SFFN: Servi ce Function Forwarder Node
[I-D. bitar-i2rs-service-chaining]states service function can run:
a) natively within a router (or routing systenm), b) on a virtual
machi ne on a server or service engine, or in a dedicated
st andal one har dware appli ance.

VNF: Virtualized Network Function
[ NFV- Ter m nol ogy]

STOPO
Service topology is a topology of Service nodes (SFF).

SFFaddr: Service Node Address
[I-D.ietf-sfc-problemstatenent] states this address should be IP
Address, or tuple of (SFFaddr, host system | P address) or tuple of
(host system | P address, systeminternal |ID for service engine).

Service Type

[I-D.ietf-sfc-problemstatenent].
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3.

Servi ce Chai ni ng Background
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Figure 1 Framewor k of Service Chain

Overview of informati on nodel for Service Chain

There are three major categories of information nodels for Service
Chai n managenent :

1) Service function instances discovery;

2) Traffic flow steering rules on a router for specific service
chai n.

3) Service Chain path computatino

Thi s docunment focuses on the first (service function instance

di scovery), and the second (the traffic flow steering rules) as
expressed in | 2RS policies. The third category, the Service Chain
path conputation, is out of scope for this docunent. An |I2RS

i nformati on nodel for Service Topology with its Traffic Engi neering
Dat abased (TED) and associ ated inventory can be found in

[1-D. hares-i 2rs-info-nodel -service-topo]. Additional |2RS nodes on
basic network policy (BNP IM and Policy based Routing (PBRIM is
contained in [I-D. hares-i2rs-info-nodel -policy].
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5.

Requi renments for Service Function Forwarder Node (SFFN) Resources
SFC Flow Filtering

This section reviews the requirenents for SFC Flow Filtering Policies
for an existing service for SFFNs within the SFC domai n.

Inherent in the [I-D.ietf-sfc-problemstatenent] is the need for
policies that establish and filter data flow on the Service chain
pat hways. This docunent defines an |2RS nodel to interface to the
SFC s Service Function Forwarder (SFF) to install or change the the
Policy controlling data flow to their designated and service
functions and subsequent SFFN

The SFC use case [I-D. bitar-i2rs-service-chai ning] suggests SFF
resources that must be on each SFF Node (SFFN). The SFFN resources
include the follow ng elenents that the |I2RS dient-12RS Agent
protocol can utilize:
SFC- Use- REQD1: Address (R

has the foll ow ng address requirenents:

* | P address

* service-node tuple (service node |IP address, Host system
addr ess)

* host-node tuple (hosting system | P-address, system i nternal
identifier)

SFC- Use- REQD2: Supported Service Types (RF'W SHOULD i ncl ude:
NAT, IP Firewall, Load bal ancer, DPI, and others. Note that the
current SFC WG suggest that the SFF does not need to know t he SFFN
type to steer the data to their designated service function
Therefore, this paraneter has been given "a forwarding" function
val ue.

SFC- Use- REQD3: Virtual contexts (R W SHOULD i ncl ude

*  Maxi mum Nunber of virtual contexts supported
* Current nunber of virtual contexts in use

*  Nunber of virtual contexts avail abl e
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* Supported Context (VRF)

SFC- Use- REQD4: Customers currently on node (R)

SFC- Use- REQD5: Custoner Support Table (per custonmer ID) (R
with the followi ng contents per entry:
* Custoner-id
* List of supported Virtual Contexts
SFC- Use- REQD6: Service Resource Table (R'W
whi ch i ncl udes:
* index: Conprised of service node, virtual context, service type
* service bandw dth capacity
* supported packet rate (packets/second)
* supported bandw dth (kps)

* | P Forwarding support: specified as routing-instance(s), RIBs,
Address-fam | i es supported

*  NMaxi mum Rl B-si ze
*  Maxi num Forward Data Base size

*  Maxi mum Nunber of 64 bit statistics counters for policy
accounti ng

*  Maxi mum nunber of supported flows for services
SFC- Use- REQD7: Virtual Network Topol ogy (VNT) (R
whi ch i ncl udes:
* nunber of access points to which service topology applies

* topology of access points
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6. Service Forwarder Node RBNF

<SFF_node> ::= <SFFN _address> [ *SFC- Use- REQD1 */
[ <Attached_Servi ce_node>] | * SFC- Use- REQD2 */
[ <SFFN_vi rtual _cont ext s>] [ * SFC- Use- REQD3 */
[ <SFFN _cust oner _cnt >] [ * SFC- Use- REQD4 */
[ <SFFN_Cust oner _support _tabl e>] /*SFC- Use- REQD5 */
[ <SFFN_Servi ce_Resource_t abl e>] /*SFC- Use- REQD6 */
[ <SFFN_VNTopo>] | * SFC- Use- 07*/

<SFFN_address> ::== <i p_address>

<Attached_Servi ce_node> :: =
| [ (<service-node-ip_address>
<host-systemi p_address>)]
| [ (<hosting-systemip_address>
<systeminternal |D>)]

<servi ce-node-i p_address> ::= <i p_address>
<host-systemi p_address> ::= <ip_address>
<hosti ng-systemi p_address> ::= <i p_address>
<systeminternal |ID> ::= | NTEGER- 64,

/* SFC- Use-02 */
<SFFN_supported_types> ::= <Attached_Servi ce_node_t ypes>

/* These are the types specified by the SFC REQ 02]
<SF_Types> ::= [ <SF_TYPE_FWs]
[ <SF_TYPE_LB>]
[ <SF_TYPE_DPI >]
[ <SF_TYPE_NAT>]
/| * SFC-Use-03 */ C.
<SFFN virtual contexts> ::== <VCont ext max>
<VCont ext _current _i nuse>
<VCont ext _current __avail >
<SFFN_Types>

| *SFC- Use- 04 */

<SFFN_custoner _cur_cnt> ::= | NTEGER

/| * SFC-Use-05: Custoner Support Table per Customer |ID */
<SFFN _cust onmer _table> ::= [<SFFN custoner< ...]
<SFFN_custoner> ::= <SFFN_cust oner _Nanme>

<SFFN _custoner | D>
<SFFN _cust oners_cont ext s>
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<SFFN_cust oners_contexts> ::= <SFFN_Types>

| * SFC- Use- REQD6 */
<SFFN _Servi ce_Resource_table> ::= <SFF_Service_resource_i hdex>
<SFFN- SR _servi ce_BW capaci ty>
<SFFN- SR packet rate_max>
<SFFN- SR_BW
<SFFN- SR I P_fwd_i nstance_|ist>
<SFFN- SR_MAX_RI B>
<SFFN- SR_MAX_FI B>
<SFFN- SR_MAX_COUNTER64>
<SFFN- SR_MAX_FI ows>

<SFF_Servi ce_resource_i ndex> : = <SFFN_Address>
<VCont ext | D>
<Servi ce_types>

| * SFC- Use- REQD7
* SFC topol ogy is defined by
* jetf-hares-i2rs-service-topol ogy
* whi ch includes node code

*/
<SFF_VNT> ::= <SFC Topol ogy>
7. Information Model for Service Chain Function Instance D scovery

A Service function instance can be either attached to a router via a
physical interface or instantiated on a virtual machine that is
attached to a router. Follow ng are our assunptions:

1) The Service Chain Manager can get all the IP addresses or IP
prefix of the service function instances needed from a dat abase or
provi si oni ng system and passed to the relevant routers. The
Routers can send ARP/ND broadcast/mnmul ti cast nessages to all the
attached nodes.

2) Service function instances will respond to ARP (1 Pv4)/ND (I Pv6)
requests fromits L2/L3 boundary router.
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Servi ce Chain Manager/ Controll er
N~
A Set filter for
the interested service
function i nstances

|
B: |
Router reports the | |
Directly attached | |
Servi ce Function | |
| Vv

I nst ances
R Fom e e e e o - +
| Rout er |
- - - - +
/ | | \
/ | | \
+- +- + +- +- + +- +- + +- +- +
. . T
+---+ +---+ +---+ +---+ Server racks
| [ ... | | | [ ... | | for hosting
+---+ +---+ +---+ +---+ Service
| [ ... | | | [ ... ] | Function
+---+ +---+ +---+ +---+ I nstances
Figure 1. Service Function |Instances
8. Information Model for Interested Service Function |Instances

Servi ce Function |Instances placenent can be managed by entities that
are not integrated with Service Chain Manager. Therefore, it is
necessary for the Service Chain Manager to discover all the Service
Function Instances that m ght be needed for a specific service chain.
Servi ce Chain Manager can send down the filter periodically or on-
demand (i.e. when there is a request for building a specific service
chain for a client).

Sone service function instances are attached to router via tunnels,
e.g. WLAN. Service Function Instances m ght be partitioned by
clients, which are differentiated by different network ID (e.g.
VNID, VPN ID, etc). Some filter will carry the network ID (tenant
ID, or VPN ID) to get specific service functions.

The I2RS Cient can operate as the service chain manager/controller
communi cating with the | 2RS Agents operating in the router or |2RS
Agents operating on the service function instances in the server
racks to discover and control specific service function instances.

The 1 2RS dient-Agent nust be able to discover the |I2RS Agent

associated with a specific Service Function instance by querying for:
SFFN Address, SFFN type, or SFFN virtual context or SFFN Custoner;
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9. SFFN I nstances Addresses

<interested-SF-filter> ::= <SF-Fl LTER- NAVE>
[ <i pv4- addr ess-|i st>| <i pv6- address-|i st>]
[<client-identifier>]

<i pv4-address-list> ::= ((<ipv4-address>
| <i pvd-prefix>) ...)
<i pvé4-prefix> ::= <| PV4_ADDRESS><| PV4_PREFI X_LENGTH>

<i pv6-address-list> = ((<ipv6-address>
| <i pv6-prefix>) ...)

<i pv6-prefix> ::= <l PV6_ADDRESS><| PV6_PREFI X _LENGTH>
<client-identifier> ::= <client-identifier-type>
<client-identifier >
<client-identifier-type> ::= <GRE>
| <VXLAN>
| <NVGRE>
<client-identifier > ::= (<VXLAN> <VXLAN | DENTI FI ER>)

| (<NVGRE> <VI RTUAL_SUBNET_| D>)
| (<GRE> <GRE_KEY>)

10. Information Model for Reporting Directly Attached I nstances

When a router receives the filter of the interested Service Function
I nstances, it can scan through all its interfaces to check if any of
the addresses in the filter list are attached to the interfaces. For
the Service Function Instances attached via Layer 2, the router can
send ARP/ND to get the matching instances to respond. For the

Servi ce Function Instances attached via Layer 3, the router can use
Ping to check if the addresses in the filter are attached.

The response shoul d be grouped by <SF-FI LTER- NAME >
11. RBNF for Reporting Directly Attached Instances
<sf-instance-list> ::= <|I NSTANCE- LI ST- NAME>
< SF- FI LTER- NAME>
[ <I NTERFACE_| DENTI FI ER>

| <i pv4- address-Iist>
| <i pv6-address-1list>]]
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12. Information Moddel for Traffic steering rules
The semantics of traffic steering rules is "Match" and "Action”

simlar to the "route" described in [I-D.ietf-i2rs-rib-info-nodel].
However, there are nore matching criteria for traffic steering rules.

| Pv4 | Pv6 t unnel MAC VLAN  VWXLAN ID Interface
(Uni cast/Mil ticast SAFI)
The steering rules include matches on conbi nati ons of:

0 Addresses: |IP addresses (IPv4/1Pv6), Milticast |IP addresses, MAC
Addr esses;

o Label fields: MPLS | abels, VLAN-I1Ds, GRE-Keys
o interfaces

o Layer 4 fields

0 packet sizes

13. Traffic Steering Rul es RBNF
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<SFC-Policy> ::= <steering-rul es>
<steering-rules> ::= <match> <action>
<mat ch> ::= <address>
| <I abel >
| <interface>
| <l 4-field>
| <packet -si ze>
<address> ::= <ip-address>
| <mul ti cast - addr ess>
| <mac- addr ess>]
<i p-address> ::= <| PV4_ADDRESS>
| <i pv4-prefix >
| <I PV6_ADDRESS>
| <i pv6-prefix >]
<l abel > ::= [ MPLS LABEL] | <VXLAN-ID> | <GRE- KEY>
<l 4-field>:= <TCP_PORT> | <UDP-PCORT>
<action> ::= <nexthop-list>
| <dr op- pol i cy>
| <net adat a>
<dr op-policy> ::= <PASS>| <DROP>
<net adat a> ::= [ <ATTACH> <obj ect>] | <detach>
The 12RS interface of a router should allow "wite" and "read" of ab
ove objects.
14. Security Considerations
The SC use cases described in this docunent assunes use of |2RS

programmatic interfaces described in the |12RS franework nentioned in

[I-D.ietf-i2rs-architecture].

under|lying security issues inherent

[I-D.ietf-i2rs-architecture].

Thi s docunent does not change the
in the existing in

15. | ANA Consi derations
This draft includes no request to | ANA
16. Acknow edgenents

W'd like to thank Qn Wi for
to the service topol ogies.

17. Ref er ences

Har es & Dunbar

Expi res January 5, 2015

his comments on this docunent relating

[ Page 12]



I nternet-Draft SFC Policy I M July 2014

17.

17.

1. Nor mat i ve Ref erences

[I-D.ietf-i2rs-architecture]
Atlas, A, Halpern, J., Hares, S., Ward, D., and T.
Nadeau, "An Architecture for the Interface to the Routing
Systent, draft-ietf-i2rs-architecture-04 (work in
progress), June 2014.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renent Level s", BCP 14, RFC 2119, March 1997.

2. I nformati ve References

[1-D. bitar-i2rs-service-chai ni ng]
Bitar, N., Heron, G, Fang, L., ranki, r., Leymann, N.
Shah, H., and W Haddad, "Interface to the Routing System
(I2RS) for Service Chaining: Use Cases and Requirenents",
draft-bitar-i2rs-service-chaining-01 (wrk in progress),
February 2014.

[1-D. hares-i 2rs-info-nodel - policy]
Hares, S. and W Wi, "An Information Mddel for Network
policy", draft-hares-i2rs-info-nodel-policy-02 (work in
progress), March 2014.

[1-D. hares-i 2rs-info-nodel - service-topo]
Hares, S., Wi, W, and X. Guan, "An Information nodel for
servi ce topol ogy", draft-hares-i2rs-info-nodel -service-
topo-00 (work in progress), February 2014.

[I-D.ietf-i2rs-rib-info-nodel]
Bahadur, N., Folkes, R, Kini, S, and J. Medved, "Routing
I nformati on Base Info Model ", draft-ietf-i2rs-rib-info-
nodel -03 (work in progress), My 2014.

[I-D.ietf-sfc-problemstatenent]
Quinn, P. and T. Nadeau, "Service Function Chaining
Probl em Statenent™, draft-ietf-sfc-problemstatenent-07
(work in progress), June 2014.

[I-D. nmedved-i 2rs-topol ogy-requirenents]
Medved, J., Previdi, S., Gedler, H, Nadeau, T., and S.
Amant e, "Topol ogy APl Requirenments"”, draft-mnmedved-i 2rs-
t opol ogy-requirenments-00 (work in progress), February
2013.

Har es & Dunbar Expi res January 5, 2015 [ Page 13]



I nternet-Draft SFC Policy I M July 2014

[1-D. white-i2rs-use-case]
Wite, R, Hares, S., and A Retana, "Protocol |ndependent
Use Cases for an Interface to the Routing Systeni, draft-
whi te-i 2rs-use-case-05 (work in progress), June 2014.

[ NFV- Ter m nol ogy]
"Networ k Functions Virtualization (NFV); Term nol ogy for
Mai n Concepts in NFV'
<http://ww. etsi.org/deliver/etsi_gs/
NFV/ 001_099/ 003/ 01. 01. 01_60/ gs_NFV0O03v010101p. pdf >.

Aut hors’ Addresses

Susan Har es
Huawei

7453 Hickory Hill
Saline, M 48176
USA

Emai |l : shares@dzh. com

Li nda Dunbar

Huawei

6340 Legacy Drive, Suite 175
Pl ano, TX 75024

USA

Phone: +1-469-277-5840
Emai | : | dunbar @wuawei . com

Har es & Dunbar Expi res January 5, 2015 [ Page 14]



