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Abstract

Thi s docunent defines a new Border Gateway Protocol Network Layer
Reachability Information (BGP NLRI) encoding format that can be used
to distribute Traffic Engineering (TE) link information. Links can
be either physical |inks connecting physical nodes, or virtual paths
bet ween physical or abstract nodes. The TE information is carried
via the BGP, thereby reusing protocol algorithns, operational
experience, and adm ni strative processes, such as inter-provider
peering agreenents.

The BGP protocol carrying Traffic Engineering (TE) information would
provide a well-defined, uniform policy-controlled interface fromthe
network to outside servers that need to | earn the network topology in
real -time, for exanple an ALTO Server or a Path Conputation Server.
Having TE information fromrenote areas and/ or Autononous Systens
woul d al | ow path conputation for inter-area and/or inter-AS source-
routed uni cast and nulticast tunnels.

Requi renent s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119]

Status of this Mno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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Copyright (c) 2011 I ETF Trust and the persons identified as the
docunment authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. I nt roducti on

Today, the contents of the traffic engi neering database usually has
the scope of an I1GP area. There are several use cases that could
benefit from knowi ng the topology or Traffic Engineering (TE) data in
a renote area or Autononobus System but today no mechani smexists to
distribute this informati on beyond an I GP area. This draft proposes
to use BGP as the distribution mechanismfor traffic engineering data
between routers in different | GP areas and/or Autononous Systens.

The nechani sm can al so be used to exchange topol ogy and TE data

bet ween the network and external network-aware applications, such as
the Alto Servers.

The Border Gateway Protocol (BGP [RFC4271]) has grown beyond its
original intention of dissemnating |Pv4 Inter-domain routing paths.
A nodern BGP inplenmentation can be viewed as a ubi quitous database
replication mechanism which allows replication of many different

state information types across arbitrary distribution graphs. Its
built-in | oop protection nechanism (AS path, Custer List attributes)
enabl es buil ding of stable and redundant distribution topologies. 1In

addition to IP routing, applications that use BGP for state

di stribution are L2VPN, VPLS, MAC- VPN, Route-target information, and
Fl owspec for firewalling. Using BGP as a dissem nation protocol for
Traffic Engineering data is a | ogical consequence.

A router maintains a database for storing Traffic Engineering rel ated
data and link information. The Traffic Engineering Database (TED) is
popul ated by a link-state 1GP routing protocol that supports TE
extensions: 1S 1S or OSPF. The TED can be seen as a protocol -neutral
representation of links in the area. Link attributes stored in the
TED are: local/renote | P addresses, |ocal/renote interface indices,
metric, link bandw dth, reservabl e bandw dth, per CoS cl ass
reservation state, preenption and Shared Ri sk Link G oups (SRLG.

The router’s BGP process can retrieve the TE data fromthe TED

dat abase and distribute it to peer BGP Speakers using the encodi ng
specified in this draft.

A BGP Speaker may distribute the real physical topology fromthe TED
or create an abstracted topol ogy, where virtual, aggregated nodes are
connected by virtual paths. Aggregated nodes can be created, for
exanple, out of nultiple routers in a POP. Abstracted topology can
al so be a mx of physical and virtual nodes and physical and virtual
[inks.

Consuners of the TE data are peer routers in other areas either in
the router’s owmn AS or in renote ASes, or entities outside the
network that may need network and/or TE data to optim ze their
behavi or.
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2. Scope

The scope of TED NLRI are the static attributes / netrics of a path
between two routers. The path can be a physical link or nultiple
i nks aggregated into a path. Dynam c data, such as dynamc

bandw dth or delay netrics, is out of scope of this draft.

3. Transcoding TE Link Information Into a BGP NLRI

The MP_REACH and MP_UNREACH attri butes are BG” s containers for
carrying opaque information. Each TED NLRI describes a single |ink
anchored by at least a pair of router-1Ds. Since there are many
Router-1Ds formats (32 Bit IPv4 router-1D, 56 Bit |1SO Node-ID and 128
Bit IPv6 router-1D) a |link may be anchored by nore than one Router-1D
pair. The anchoring Router-1Ds are carried in the Node Anchor TLVs.

All TE link information shall be encoded using a TBD AFl / SAFl 1 or
SAFI 128 header into those attributes. SAFI 1 shall be used for
Internet routing (Public) and SAFI 128 shall be used for VPN routing
(Private) applications.

In order for two BGP speakers to exchange TE NLRI, they nmust use BGP
Capabilities Advertisenment to ensure that they both are capabl e of
properly processing such NLRI. This is done as specified in

[ RFC4760], by using capability code 1 (multiprotocol BGP), with an
AFl of TBD and an SAFl of 1 or 128.

0 1 2 3
01234567890123456789012345678901
i i g I i 2
| Total Link Length |
B I il aihs S I I T i ot S S S Y S S S S it o
| Node Anchors (vari abl e) |
B T i T i S T i i i S S S S S S
| Li nk Descriptors (vari abl e) |
B T e i e T S T S I R il T sl i S S S S Y S S
| Link Attributes (variable) |
B I il aihs S I I T i ot S S S Y S S S S it o

Figure 1. TED SAFI 1 NLRI For nmat
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0 1 2 3
01234567890123456789012345678901
i S S S S et o

Total Link Length |
T I i i i i S S S S S e o

+

|
Rout e Di sti ngui sher +
|

Node Anchors (vari abl e) |

i S i it ol I RIE NI I N S R R R R I R N i I i I I R e e
Li nk Descriptors (vari abl e) |

B i o T T T i S S S S i S S
Link Attributes (vari able) |

+-
i
\
|+- T e S S S T e i S el mi s S S S S
i
-
|+- i e S S R T e i S R el ik s S S S S

Figure 2: TED SAFI 128 NLRI For mat

The ' Total Link Length" field contains the cunul ative |ength of all
the TLVs, describing the Node Anchors, Link descriptors and Link
Attributes. For VPN applications it also includes the length of the
Rout e Di sti ngui sher.

3. 1. TLV For nat

The Node anchor, Link descriptor and Link attribute fields are
descri bed using a set of Type/lLength/Value triplets. The format of
each TLV is shown in Figure 3

0 1 2 3

01234567890123456789012345678901
T T 1 T TS T T S SO E H H S R RS
| Type | Lengt h |
B T S i T T S T T o S e R S

I Val ue (vari abl e) I
L—-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
Figure 3: TLV fornmat

The Length field defines the length of the value portion in octets
(thus a TLV with no value portion would have a | ength of zero). The

TLV is not padded to four-octet alignnent; Unrecognized types are
i gnor ed.
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3.

2.

Node anchors

The set of Node Anchor TLVs describes which Protocols Router-1Ds wll
be following to "anchor" the |ink described by the "Link attribute
TLVs". There nust be at | east one "like" router-1D pair per-
protocol. If a peer sends an illegal conbination in this respect,
then this is handled as an NLRI error, described in [ RFC4760].

R o e e e e e e e e e e o - I +
| Type | Description | Length |
+--mm- Y R +
| 256 | Local Autononmpbus System | 4 |
| 257 | Local I1Pv4 Router-1D | 4 |
| 258 | Local I1Pv6 Router-1D | 16 |
| 259 | Local 1SO Node-I1D | 7|
| 260 | Renote Autononobus System | 4 |
| 261 | Renpote |IPv4 Router-1D | 4 |
| 262 | Renote |Pv6 Router-ID | 16 |
| 263 | Renote | SO Node-1D | 7 |
S oo e oo +

Tabl e 1: Node Anchor TLVs

Local IPv4 Router ID: opaque value (can be an |IPv4 address or an 32
Bit router ID)

Renote | Pv4 Router ID: opaque value (can be an | Pv4 address or 32
Bit router ID)

Local IPv6 Router ID: opaque value (can be an I Pv6 address or 128
Bit router ID)

Renote | Pv6 Router ID: opaque value (can be an | Pv6 address or 128
Bit router ID)

Local 1SO Node ID: 1SO node-ID (6 octets | SO system|D plus PSN
octet)

Renote 1 SO Node ID: 1SO node-1D (6 octets |1SO system | D plus PSN
octet)

It is desirable that the Router-1D assignnents inside the Node anchor
are globally unique. However there may be router-I1D spaces (e.g.

| SO where not even a global registry exists, or worse, Router-IDs
have been allocated followi ng private-IP RFC 1918 [ RFC1918]
allocation. 1In order to disanbiguate the Router-I1Ds the |ocal and
renot e Aut ononobus System nunber TLVs of the anchor nodes nmay be
included in the NLRI. The Local and Renote Autononous System TLVs
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are 4 octets wde as described in [ RFC4893]. 2-octet AS Nunbers shal
be expanded to 4-octet AS Nunbers by zeroing the two MSB octets.

3.2.1. Router-1D Anchoring Exanpl e: | SO Pseudonode

| S-1'S Pseudonodes are a good exanple for the variable Router-1D
anchoring. Consider Figure 4. This represents a Broadcast LAN
between a pair of routers. The "real" (=non pseudonode) routers have
both an 1Pv4 Router-ID and I S-1S Node-ID. The pseudonode does not
have an I Pv4 Router-ID. Two unidirectional |inks (Nodel, Pseudonode
1) and (Pseudonode 1, Node 2) are bei ng generat ed.

The NRLI for (Nodel, Pseudonodel) encodes |ocal |Pv4 router-1D, |ocal
| SO node-1D and renote | SO node-i d)

The NLRI for (Pseudonodel, Node2) encodes a |local |SO node-ID, renote
| Pv4 router-1D and renote | SO node-i d.

U + U + U +
| Nodel | | Pseudonode 1 | | Node2 |
| 1921. 6800. 1001. 00| - -->| 1921. 6800. 1001. 02| - - ->| 1921. 6800. 1002. 00|
| 192.168.1.1 | | | | 192.168.1.2

S + S + S +

Figure 4: 1S 1S Pseudonodes
3.2.2. Router-1D Anchoring Exanple: OSPFv2 to IS- 1S Mgration

M grating gracefully fromone I GP to another requires congruent
operation of both routing protocols during the mgration period. The
target protocol (IS 1S) does support nore router-1D spaces than the
source (OSPFv2) protocol. Wen advertising a point-to-point |ink

bet ween an OSPFv2-only router and an OSPFv2 and |1 S-1S enabl ed router
the following Iink informati on may be generated. Note that the IS-IS
router also supports the IPv6 traffic engi neering extensions RFC 6119
[ RFC6119] for IS 1S

The NRLI does encode local |1Pv4 router-id, renote |Pv4 router-id,
renote | SO node-id and renpte | Pv6 node-i d.

3.3. Link Descriptors
The ' Link Descriptor’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Figure 3. The ’Link
descriptor’ TLVs uniquely identify a |link between a pair of anchor
Rout er s.

The encodi ng of ’Link Descriptor’ TLVs, i.e. the Codepoints in
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"Type’, and the 'Length’ and ’Value' fields are the sane as defined
in [ RFC5305], [RFC5307], and [ RFC6119] for sub-TLVs in the Extended
IS reachability TLV. The Codepoints are in the | ANA Protoco
Registry for IS-1S, sub-TLV Codepoints for TLV 22, [IANA-ISIS].

Al t hough the encodings for 'Link Descriptor’ TLVs were originally
defined for 1S 1S, the TLVs can carry data sourced either by 1S-1S or
OSPF.

The follow ng Iink descriptor TLVs are valid in the TED NLRI

- e T +
| Type | Description | Defined in: |
S TRy U e U +
| 4 | Link Local/Renote ldentifiers | [RFC5307], Section 1.1
| 6 | IPv4 interface address | [ RFC5305], Section 3.2
| 8 | I Pv4d nei ghbor address | [ RFC5305], Section 3.3
| 12 | IPv6e interface address | [RFC6119], Section 4.2
| 13 | I Pv6 neighbor address | [RFC6119], Section 4.3
TRy U e U +

Tabl e 2: Link Descriptor TLVs
3.4. Link Attributes

The 'Link Attributes’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Figure 3.

For Codepoints < 255, the encoding of "Link Attributes’ TLVs, i.e.

t he Codepoints in 'Type', and the 'Length’ and 'Value' fields are the
sane as defined in [ RFC5305], [RFC5307], and [RFC6119] for sub-TLVs
in the Extended IS reachability TLV. The Codepoints are in the | ANA
Protocol Registry for IS 1S, sub-TLV Codepoints for TLV 22,
[TANA-1SIS]. Although the encodings for "Link Attributes’ TLVs were
originally defined for IS-1S, the TLVs can carry data sourced either
by 1S-1S or OSPF.

For Codepoints > 255, the encoding of 'Link Attributes’ TLVs is
descri bed in subsequent sections.

The following link attribute TLVs are valid in the TED NLRI
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[ RFC5305], Section

S SRS U U +
| Type | Description | Defined in: |
+o e e - - o e e e e e e e e e e e e - o e e e e e e e a e - +

3 Adm ni strative group (col or) [ RFC5305], Section 3.1

9 Maxi mum | i nk bandw dt h [ RFC5305], Section 3.3

10 Max. reservable |ink bandw dth [ RFC5305], Section 3.5

3.6

1.2

I
I
11 | Unreserved bandw dth
I
I
I
I

Li nk Protection Type [ RFC5307], Section
64512 TE Default Metric Section 3.4.1
64513 IGP Link Metric Section 3.4.2
64514 Shared Ri sk Link G oup Section 3.4.3
e T Y e +

Table 3: Link Attribute TLVs
3.4.1. TE Default Metric TLV

The TE Default Metric TLV (Type 64512) carries the TE Default netric
for this link. This TLV corresponds to the I1S-1S TE Default netric
sub-TLV (Type 18), defined in RFC5305, Section 3.7 [RFC5305], and the
OSPF TE Metric sub-TLV (Type 5), defined in RFC3630, Section 2.5.5
[RFC3630]. |If the value in the TE Default metric TLV is derived from
| S-1S TE Default Metric, then the upper 8 bits of this TLV are set to
0.

0 1 2 3
01234567890123456789012345678901
I I ik ais: ST S S I I i o STt I S I I s st e S
| Type | Length |
B T R S B S T T R S S S S M S S S S S S S
| TE Default Metric |
T S S S S T S R R S S S

Figure 5. TE Default metric TLV fornat
3.4.2. 1GP Link Metric TLV

The TGP Metric TLV (Type 64513) carries the 1GP netric for this link.
This attribute is only present if the I1G link netric is different
fromthe TE Default Metric (Type 18). The length of this TLV is 3.
If the length of the IGP link netric fromwhich the |G Metric val ue
is derived is less than 3 (e.g. for OSPF link netrics or non-w de
IS-1S nmetric), then the upper bits of the TLV are set to O.
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0 1 2 3
01234567890123456789012345678901
B I S I T i ai S T i i S S
| Type | Lengt h |
i S S i T S i T S i it SR S SR S S
| | GP Link Metric |

T S e I S T i S S S S e o

Figure 6: 1GP Link Metric TLV format
3.4.3. Shared R sk Link Goup TLV

The Shared Ri sk Link Goup (SRLG TLV (Type 64514) carries the Shared
Ri sk Link Goup information (see Section 2.3, "Shared Ri sk Link G oup
Information", of [RFC4202]). It contains a data structure consisting
of a (variable) list of SRLG val ues, where each elenent in the |ist
has 4 octets, as shown in Figure 7. The length of this TLVis 4 *
(nunber of SRLG val ues).

0 1 2 3

01234567890123456789012345678901
I I ik ais: ST S S I I i o STt I S I I s st e S
| Type | Lengt h |
i i i T S i it S S i ks Sk o oE S
| Shared Ri sk Link G oup Value |
I i S e T s S S S S i SR N S
L—-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-!|-
| Shared Ri sk Link G oup Val ue |
i i e T i Sl S e e o S i H S

Figure 7: Shared Ri sk Link Goup TLV format

Note that there is no SRLG TLV in OSPF-TE. In IS 1S the SRLG
information is carried in two different TLVs: the IPv4 (SRLG TLV
(Type 138) defined in [ RFC5307], and the IPv6 SRLG TLV (Type 139)
defined in [RFC6119]. Since the BGP TED NLRI uses variable Router-I1D
anchoring, both IPv4 and I Pv6 SRLG information can be carried in a
single TLV.

3. 5. |GP Area I nformation
IGP Area information can be carried in BG communities. An

i npl enentation should support configuration that maps | GP areas to
BGP conmuni ti es.
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3. 6. I nter-AS Links

The main source of TE information is the IGP, which is not active on
inter-AS links. |In order to inject a non-1GP enabled link into the
traffic-engi neering database (TED) an inplenentation nust support
configuration of static TE |i nks.

4. Link to Path Aggregation

Distribution of all links available in the global Internet is
certainly possible, however not desirable froma scaling and privacy
point of view Therefore an inplenentation may support link to path
aggregation. Rather than advertising all specific Iinks of a domain,
an ASBR may advertise an "aggregate |ink" between a non-adjacent pair
of nodes. The "aggregate |ink" represents the aggregated set of |ink
properties between a pair of non-adjacent nodes. The actual nethods
to conpute the path properties (of bandwi dth, netric) are outside the
scope of this docunent. The decision whether to advertise al
specific links or aggregated links is an operator’s policy choice.

To highlight the varying | evels of exposure, the follow ng depl oynent
exanpl es shall be di scussed.

4.1. Exanple: No Link Aggregation

Consider Figure 8. Both AS1 and AS2 operators want to protect their
inter-AS {R1,R3}, {R2, R4} links using RSVP-FRR LSPs. If Rl wants to
conpute its link-protection LSP to R3 it needs to "see" an alternate
path to R3. Therefore the AS2 operator exposes its topology. Al

BGP TE enabl ed routers in AS1 "see" the full topology of AS and
therefore can conpute a backup path. Note that the decision if the
direct link between {R3, R4} or the {R4, R5, R3) path is used is nade
by the conputing router.

AS1  :  AS2
Rl------- R3

I | \

| | R5
I | /
R2------- R4

Figure 8. no-Ilink-aggregation
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4.2. Exanple: ASBR to ASBR Pat h Aggregation

The brief difference between the "no-link aggregation” exanple and
this exanple is that no specific link gets exposed. Consider

Figure 9. The only link which gets advertised by AS2 is an
"aggregate" link between R3 and R4. This is enough to tell AS1 that

there is a backup path. However the actual |inks being used are
hi dden from the topol ogy.

ASL 1 AS2
Rl------- R3
I o
I o
I o
R2------- R4

Figure 9: asbr-1ink-aggregation
4.3. Exanple: Milti-AS Path Aggregation

Service providers in control of nultiple-ASes nay even decide to not
expose their internal inter-AS |links. Consider Figure 10. Rather

t han exposing all specific R3 to R6 links, AS3 is nodeled as a single
node whi ch connects to the border routers of the aggregated donain.

AS1 : AS2 : AS3
RL------- R3-----
| o\
| VRO
| s
R2------- R4-----

Figure 10: nulti-as-aggregation

5. Oiginating the TED NLR

A BGP Speaker nust be configured to originate TED NLRIs. Usually
export of the TED database into BGP is enabl ed on ASBRs and ABRs.

The BGP Speaker shall throttle the rate of TED NLRI updates. An
i npl enmentation shall provide a configuration attribute for the
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i nterval between updates. The m ninuminterval between updates is 30
seconds.

6. Receiving the TED NLR

This section describes the processing of TED NLRIs at the receiving
BGP Speaker.

TE attributes for a link received froman | GP have higher priority
than TED NLRIs received via BG2. Miltiple BG® Speakers may advertise
the same TED NLRI; the receiving BG Speaker can individually choose
t he source BGP Speaker for each NLRI

The AS PATH attribute is used both for |oop detection and for NLR
selection: the TED NLRI with shorter AS PATH |l ength is preferred.
The Community and Extended Conmunity path attributes are stored in
the RIB and may be used in operator-defined policies. Communities
can al so be used to encode the 1GP Area information. Al other path
attributes are ignored.

7. Use Cases
7.1. MPLS TE

If a router wants to conpute a MPLS TE path across | GP areas TED

| acks visibility of the conplete topology. This is an issue for

| arge scale networks that need to segnent their core networks into
di stinct areas because inter-area TE cannot get depl oyed there.
Current solutions for inter area TE only conpute the path for the
first area. The router only has full topological visibility for the
first area along the path, but not for subsequent areas. The best
practice is to use a technique called "l oose-hop-expansi on" which
uses the | GP conputed shortest path topology for the remainder of the
path. Therefore no non- SPF based path setup is possible across
areas. This has disadvantages for path protection and path

engi neering applications, as shown in Figure 11
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Area 51 X Area O
oo oo oo - + oo oo oo - + oo oo oo - +

R R b S b b S S S R I b b b L S R S S I S S S S S S S S b S I

o | RL[----- | ABRL |----- | R3 |------- + x

* | #HH#HAHAH | | # | | | | *

* | # - + +o--- | -#-+ - + | *
+-Fo| - #-+ | # o] -*-+
| * # | t# I *
| S #| H# I D |
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Figure 11: MPLS TE Bypass LSP probl em

Router S sets up an RSVP LSP fromS to D. Although it has only
visibility into Area 51, the LSP setup ultinmately succeeds, as
shortest path first routing from ABRL onwards routes the RSVP nessage
towards destination D. Wat does not work is to setup a Link
Protection bypass LSP protection for the RL to ABRL Iink as shown in
the figure. The problemis that the TE database at Router Rl does
not have path visibility of the |link between ABRL and ABR2, such that
it can conpute the Link Bypass LSP.

7.2. ALTO Server Network API

An ALTO Server is an entity that generates an abstracted network
topol ogy and provides it to network-aware applications over a web
servi ce based API. Exanple applications are p2p clients or trackers,
or CDNs. The abstracted network topol ogy cones in the formof two
maps: the network map that specifies allocation of prefixes to PIDs,
and the cost map that specifies the cost between the PIDs. For nore
details, see [I-D.ietf-alto-protocol].

ALTO abstract network topol ogi es can be auto-generated fromthe

physi cal topol ogy of the underlying network. The generation would
typically be based on policies and rules set by the operator. Both
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7.

10.

G

prefix and TE data are required: prefix data is required to generate
the network maps, TE (topology) data is required to generate the cost
maps. Prefix data is carried and originated in BG, TE data is
originated and carried in an 1GP. Wthout BGP TE NLRI the ALTO
Server would have to peer with both BGP Speakers and IGP in nultiple
areas and/or ASes to obtain all the necessary network topol ogy dat a.
The BGP TE NLRI allows for a single interface between the network and
the ALTO Server

3. Path Conmputation Element (PCE) TED Synchroni zati on Protoco

RFC4655, Section 5.2, Figure 2 [ RFC4655] describes a Path Conputation
El ement (PCE) which synchronizes its traffic engi neering database
(TED) by use of a routing protocol. This neno describes the first

st andardi zed protocol for PCE to |learn about inter-AS or inter-area
TE i nformation.

| ANA Consi der ati ons

Thi s docunent requests a code point fromthe registry of Address
Fam |y Nunbers

Thi s docunent requests creation of a new registry for node anchor,
[ink descriptor and link attribute TLVs. The range of Codepoints in
the registry is 0-65535. Values 0-255 will shadow Codepoints of the
| ANA Protocol Registry for IS 1S, sub-TLV Codepoints for TLV 22.

Val ues 256-65535 will be used for Codepoints that are specific to the
BGP TE NLRI. The registry will be initialized as shown in Table 2
and Table 3. Allocations within the registry will require
docunent ati on of the proposed use of the allocated val ue and approval
by the Designated Expert assigned by the | ESG (see [ RFC5226]).

Note to RFC Editor: this section nmay be renoved on publication as an
RFC.
Security Consi derations

This draft does not affect the BGP security nodel.
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