I nternet Engi neering Task Force S. Floyd

| NTERNET- DRAFT ICR
I nt ended status: Experinmental A Arcia
Expires: 24 August 2008 D. Ros
ENST Bret agne

J. lyengar

Connecticut Col | ege
24 February 2008

Addi ng Acknow edgenent Congestion Control to TCP
draft-floyd-tcpmackcc-03.txt

Status of this Meno

By submitting this Internet-Draft, each author represents that any
appl i cabl e patent or other IPR clainms of which he or she is aware
have been or will be disclosed, and any of which he or she becones
aware will be disclosed, in accordance with Section 6 of BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (IETF), its areas, and its working groups. Note that

ot her groups may al so distribute working docunments as Internet-
Drafts.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmnl .

This Internet-Draft will expire on 24 August 2008.
Copyri ght Notice

Copyright (C The IETF Trust (2008).

Fl oyd Expires: 24 August 2008 [ Page 1]



| NTERNET- DRAFT TCPM - ACK CONGESTI ON CONTROL February 2008

Abst ract

Thi s docunent adds an optional congestion control nechanism for
acknow edgenent traffic (ACKs) to TCP. The document specifies an
end-to-end acknow edgenent congestion control nechanismfor TCP that
uses participation fromboth TCP hosts, the TCP data sender and the
TCP data receiver. The TCP data sender detects |ost and ECN narked
ACK packets, and tells the TCP data receiver the ACK Ratio R to use
to respond to the congestion on the reverse path fromthe data
receiver to the data sender. The TCP data receiver sends roughly one
ACK packet for every R data packets received. This nmechanismis
based on the acknow edgement congestion control in DCCP's CCID 2.
Thi s acknow edgenent congesti on control nechanismis being proposed
as an experimental nechanismfor TCP for eval uation by the network
comuni ty.
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TO BE DELETED BY THE RFC EDI TOR UPON PUBLI CATI ON:
Changes fromdraft-floyd-tcpm ackcc-02.1txt:

* Cited RFC 3449 (PILC), RFC 3135 (PILC), and RFC 2760 (TCPSAT).
From Decenber 2007 Wor ki ng Group neeting.

* Added a note about the problem of effective ACK Congestion
Control for environnents with systematic reordering in the
dat a pat h.

* General editing. Feedback from Al fred Hoenes.

* Added nore about keep-alive packets and wi ndow update packets.
Feedback from Anant ha Ramai ah.

* Clarified that SACK "SHOULD' be used. W don’t know enough
to say "MJST".

Changes fromdraft-floyd-tcpmackcc-01.txt:

* Added a section on "Keep-alive Packets". Feedback from
Anant ha Ramai ah.

* Added a section on "Possible Conplication: TCP | nplenentations that
Ski p ACK Packets". Mdtivated by reports at |ETF that nany
hi gh-bandwi dth TCPs don’t follow the MJUST of sending an ACK for
every ot her packet, if they don't have tine.

* Added that receivers mght have buffer linmtations that require
that they ack at |east every K packets, for sonme K. Feedback
from Sara Landstrom

* Added to the discussion of "Possible Conplication: Two-\Wy
Traffic". Feedback from Sara Landstrom

* Added a section on "Possible Conplication: Router or
M ddl ebox- based ACK Mechani sns". Feedback from Sara Landstrom

* Added that SACK is required with ACK congestion control.
Feedback from Sara Landstrom

* Added a di scussion of "Reducing the TCP Acknow edgnent Frequency"
to the related work section.

* Moved the Rel ated Work section to the appendi x.
Feedback from Al fred Hoenes.
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* CGeneral editing fromfeedback from Al fred Hoenes.

* Added an appendi x on "Design Considerations”, with a subsection
on "The TCP ACK Ratio Option, or an AckNow bit in data packets?".

Changes fromdraft-floyd-tcpmackcc-00.1txt:

* Added a di scussion of environments where the reverse path
is congested, but the TCP ACK traffic does not significantly
contribute to that congestion. |In this case, the goal is
to mnimze the negative inpact of AckCC on TCP performance.
Feedback from Arnando Caro.

* |n Section 5.7, added that when ABC is used with Aggregate
Congestion Control, and rate-based pacing is al so used, the sender
MAY i ncrease cwnd by nore than 2 MSS.

Feedback from Armando Car o.

* Added a section about neasurenents of ACK traffic and congestion.
Feedback from Armando Caro.

* Added a section on the possibility of a TCP receiver-inposed
| ower bound on the ACK Ratio. Suggested by Mark Al nan.

* Added to the discussion of the m nimum ACK sendi ng rate.
Suggested by Mark All man.

* Added a note that if the TCP receiver doesn’'t sent an ACK for
every duplicate data packet, the sender’s Fast Recovery
procedure will have to be nodified to take this into
account. Feedback from Mark All man.

* Added a di scussion of eval uating ACK Congestion Control.
From f eedback from Mark All man.

* Sone general editing in response to feedback from Mark All man.
END OF SECTI ON TO BE DELETED.

1. Introduction
Thi s docunent adds an optional congestion control nechanismfor
acknow edgenments (ACKs) to TCP. This nechanismis based on the
acknow edgenent congestion control in DCCP's CCI D 2 [ RFC4340],
[ RFC4341], which is a successor to the TCP acknow edgenent congestion

control mechani sm proposed by Bal akri shnan et at. in [BPK97].

In this docunent we use the term nol ogy of senders and receivers,
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with the sender sending data traffic, and the receiver sending

acknow edgenent traffic in response. In CCD 2 s acknow edgenent
congestion control, specified in Section 6.1 of [RFC4341], the

recei ver uses an ACK Ratio Rreported to it by the sender, sending
roughly one ACK packet for every R data packets received. The CCID 2
sender keeps the acknow edgenent rate roughly TCP friendly by

noni toring the acknow edgenent stream for | ost and marked ACK packets
and nmodi fying the ACK Ratio accordingly. For every RTT containing an
ACK congestion event (that is, a lost or marked ACK packet), the
sender hal ves the acknow edgenment rate by doubling the ACK Ratio; for
every RTT containing no ACK congestion event, the sender additively

i ncreases the acknow edgenent rate through gradual decreases in the
ACK Rati o.

The goal of this docunment is to explore a similar congestion contro
mechani sm for acknow edgenment traffic for TCP. The goal is for the
TCP sender to nonitor the packet drop rate for ACK packets, and to
respond to a high ACK packet drop rate by instructing the receiver to
reduce the sending rate for ACK packets. The assunption is that in
sone environments with congestion on the reverse path, reducing the
sending rate for ACK traffic traversing the congested path can help
to reduce the congestion itself, in turn reducing the packet drop
rates for the ACK traffic. For those environments where the reverse
path is congested but where TCP ACK traffic does not appreciably
contribute to that aggregate congestion, the goal is for TCP s ACK
congestion control to have a mininmal negative effect on the
performance of the TCP connection

Addi ng acknow edgenent congestion control as an option in TCP
requires the foll ow ng:

* An agreenent fromthe TCP hosts on the use of ACK congestion
control. The TCP hosts use a new TCP option, the ACK-Congesti on-
Control -Permitted Option.

* A nmechanismfor the TCP sender to detect |ost and ECN-narked pure
acknow edgenent packets.

* A nmechani smfor adjusting the ACK Ratio. The TCP sender adjusts
the ACK Ratio as specified in Section 6.1.2 of [RFC4341].

* A method for the TCP sender to informthe TCP receiver of a new

value for the ACK Ratio. The TCP sender uses a new TCP option, the
ACK Ratio Option.
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2.

Conventi ons and Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119]. MBS

refers to the Maxi num Segrment Size.
Overvi ew

This section gives a non-normative overvi ew of acknow edgenent
congestion control for TCP

[Gaphics will be added.]

During connection initiation, TCP host B sends an ACK- Congesti on-
Control -Permitted option on its SYN or SYN ACK packet. This allows
TCP host A (now called the sender) to send instructions to TCP host B
(now cal l ed the receiver) about the Ack Ratio to use in responding to
dat a packets.

Al so during connection initiation, TCP host A sends an ACK-
Congestion-Control -Permitted option on its SYN or SYN ACK packet. In
conbi nati on with TCP host B s sendi ng of an ACK- Congestion-Control -
Permtted option, this allows TCP host B to send its ACK packets as
ECN- Capabl e.

The TCP receiver starts with an ACK Ratio of two, generally sending
one ACK packet for every two data packets received.

The TCP sender detects | ost or ECN-narked ACK packets fromthe TCP
receiver, and at sonme point sends an ACK Ratio option of three to the
receiver. The TCP receiver changes to an ACK Ratio of three,
general | y sendi ng one ACK packet for every three data packets. The
TCP sender uses Appropriate Byte Counting and rate-based pacing in
responding to these ACK packets.

The TCP sender detects fewer |ost ACK packets, and at sone point
sends an ACK Ratio option of two to the TCP receiver. The TCP
recei ver changes back to an ACK Ratio of two, generally sending one
ACK packet for every two data packets.

Acknowl edgenent Congestion Contro

The goal of the nmechani sm proposed in this docunment is to contro
pure ACK traffic on the path fromthe TCP data receiver to the TCP
data sender. Note that the approach outlined here is an end-to-end
one (as is the approach followed by DCCP's CCID 2 [RFC4341]), but it
may al so take advantage of explicit congestion infornmation fromthe
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networ k conveyed by ECN [ RFC3168], if available. The ECN
specification [ RFC3168, section 6.1.4] prohibits a TCP receiver from
setting the ECT(0) or ECT(1) codepoints in |IP packets carrying pure
ACKs, but *only* as long as the receiver does *not* inplenment any
form of ACK congestion control. Unlike sone of the related work
cited in the appendi x, in this docunent we are proposing an end-to-
end ACK congestion control nmechanismthat controls congestion on the
reverse path (the path followed by the ACK traffic) by detecting and
respondi ng either nmarked or dropped ACK packets.

4.1. Negotiating the Use of ACK Congestion Contro

The TCP end-points negotiate the use of ACK Congestion Contro
(ACKCC) with a TCP option, the ACK-Congestion-Control-Pernitted
Option. The option nunmber will be allocated by | ANA

The ACK- Congestion-Control -Pernmitted option can only be sent on
packets that have the SYN bit set. |If TCP end-point A receives an
ACK- Congestion-Control -Permtted option from TCP end-point B, then
the TCP end-points MAY use ACK Congestion Control on the pure

acknow edgenents sent fromB to A This nmeans that TCP end-point A
MAY send ACK Ratio values to TCP end-point B, for TCP end-point B to
use on pure acknow edgenent packets.

Simlarly, if TCP end-point B receives an ACK- Congestion-Control -
Permtted option from TCP end-point A then the TCP end-poi nts MAY
use ACK Congestion Control on the pure acknow edgenents sent fromA
to B.

I f TCP end-point B receives an ACK-Congestion-Control -Permtted
option from TCP end-point A and al so sent an ACK- Congesti on-Control -
Permtted option to TCP end-point A, then TCP end-point B can send
its pure ACK packets as ECN Capabl e.

TCP ACK- Congestion-Control -Permtted Option:

Kind: N

S S +
| Kind=N | Length=2
R —— R —— +

When ACK Congestion Control is used, the default initial ACK Ratio is
two, with the receiver acknow edging at | east every other data
packet .
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4.2. The TCP ACK Ratio Option
The sender uses a ACK Ratio TCP Option to communicate the ACK Ratio

value fromthe sender to the receiver.

TCP ACK Ratio Option

Kind: N+1

TSR TSR TSR +
| Kind=N+1l | Length=3 | ACK Ratio

S S S +

The ACK Ratio Option is only sent on data packets. Because TCP uses
reliable delivery for data packets, the TCP sender can tell if the
TCP recei ver has received an ACK Rati o Option

4.3. The Receiver: Inmplenenting the ACK Ratio

Wth an ACK Ratio of R the receiver should send one pure ACK for
every R newy received data packets unless the del ayed ACK ti mer
expires first. A receiver could sinply maintain a counter that
increnents up to R for each new data packet received, and then reset
the counter to zero when an ACK is sent, either pure or piggybacked.

If the receiver has buffer limtations, the receiver night have to
acknow edge K packets, for some K less than the current ACK Ratio R
In this case, the sender could observe fromthe acknow edgenents that
the receiver is acknow edging | ess than R packets.

It is possible for there to be lost or marked ACK packets when there
haven't yet been any |l ost or marked data packets. Thus, the sender
could increase the ACK Ratio R even during the initial slowstart.

[ RFC2581] recommends that the receiver SHOULD acknow edge out - of -
order data packets inmmediately, sending an i nmedi ate duplicate ACK
when it receives a data segnent above a gap in the sequence space,
and sending an i medi ate ACK when it receives a data segment that
fills in all or part of a gap in the sequence space.

When ACK Congestion Control is being used and the ACK Ratio is at
nost two, the TCP receiver MJST acknow edge each out-of-order data
packet inmmediately. For an ACK Ratio greater than two, Section 4.6
specifies in detail the receiver’'s behavior for sending ACKs for out-
of -order data packets.
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4.4. The Sender: Determining Lost or Marked ACK Packets

The TCP data sender uses its know edge of the ACK Ratio in use by the
receiver to infer when an ACK packet has been |ost.

Because the TCP sender knows the ACK Ratio R in use by the receiver,
the TCP sender knows that in the absence of dropped or reordered
acknow edgenent packets, each new acknow edgenent received will
acknow edge at nost R additional data packets. Thus, if the sender
recei ves an acknow edgenent acknow edgi ng nore than R data packets,
and does not receive a subsequent acknow edgenment acknow edgi ng a
strict subset (with a smaller cunulative acknow edgenment, or with the
sanme cumul ati ve acknow edgenent but a strict subset of data

acknow edged i n SACK bl ocks), then the sender can infer that an ACK
packet has been dropped. Because SACK options in ACK packets can
hel p the sender in detecting | ost ACK packets, SACK SHOULD be used
ACK congestion control

Simlarly, the TCP sender knows that in the absence of dropped or

del ayed data packets fromthe sender, and in the absence of del ayed
acknow edgenments due to a tiner expiring at the receiver, each new
pure acknow edgenent received will acknow edge at | east R additiona
data packets. In terms of ACK congestion control, the TCP sender
does not have to take any actions when it receives an acknow edgenent
acknow edgi ng | ess than R additional packets.

Qut - of -order data packets: If the ACK Ratio is at nost two, then the
TCP recei ver sends a dupACK for every out-of-order data packet. In
this case, the TCP sender should be able to detect |ost DupACK
packets by counting the nunber of DupACKs that arrive between the
begi nning of the loss event and the arrival of the first full or
partial ACK, and conparing this nunber with the nunber of DupACKs
that shoul d have arrived (based on the nunber of packets bei ng ACKed
by the full or partial ACK). Simulations and/or experinments will be
needed to determ ne whether, in practice, it works for the TCP sender
to assess | ost ACK packets during |oss events, for an ACK Rati o of at
nost two.

If the ACK Ratio is greater than two, the TCP receiver does not send
a dupACK for every out-of-order data packet, as specified in Section
4.6. For sinmplicity, if the ACK Ratio is greater than two, the TCP
sender does not attenpt to detect |ost ACK packets during | oss events
i nvol ving forward-path data traffic. That is, as soon as the sender
infers a packet loss for a forward-path data packet, it stops
detection of ACK | oss on the reverse path. The sender waits until a
new cumul ati ve acknow edgenent is received that covers the
retransmtted data, and then restarts detection of ACK | oss for
reverse-path traffic.
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4.5. The Sender: Adjusting the ACK Ratio

The TCP sender will adjust the ACK Ratio as specified in Section
6.1.2 of [RFC4341], as foll ows.

The ACK Ratio always neets the follow ng three constraints.
(1) The ACK Ratio is an integer

(2) The minimum ACK sending rate: The ACK Rati o does not exceed
max(2, cwnd/ (K*M5S)), rounded up, for K=2. This ensures that the TCP
recei ver sends at |east two ACKs for a wi ndow of data (for a w ndow
of at least four full-sized segnents).

(3) If the congestion windowis at |east as |large as four full-sized
segnents, then the ACK Ratio is at least two. |In other words, an ACK
Ratio of one is only all owed when the congestion wi ndow is at nost
three full-sized segnents.

The sender changes the ACK Ratio within those constraints as foll ows.
For each congestion wi ndow of data with |ost or marked ACK packets,
the ACK Ratio R is doubled; and for each cwnd/ (Ms5S*(R*2 - R))
consecutive congestion wi ndows of data with no | ost or marked ACK
packets, the ACK Ratio is decreased by 1. (See Appendix A of RFC
4341 for the derivation. Note that Appendix A of RFC 4341 assunes a
congestion wi ndow Win packets, while we use cwnd in bytes.) As
stated in the previous section, when the ACK Ratio is greater than
two the sender does not attenpt to detect |ost ACK packets during

| oss events for forward-path traffic.

For a constant congestion w ndow, these nodifications to the ACK
ratio give an ACK sending rate that is roughly TCP friendly. O
course, cwnd usually varies over tine; the dynamcs will be rather
conpl ex, but roughly TCP friendly. W reconmmend that the sender use
the nost recent value of cwnd when determ ning whet her to decrease
the ACK Ratio by one.

The frequency of ACK Ratio negotiations: The sender need not keep the
ACK Ratio conpletely up to date. For instance, it MAY rate-limt ACK
Rati o renegotiations to once every four or five round-trip times, or
to once every second or two. The sender SHOULD NOT attenpt to change
the ACK Ratio nore than once per round-trip tinme. Additionally, it
MAY enforce a minimum ACK Ratio of two, or it MAY set the ACK Ratio
to one for half-connections with persistent congestion wi ndows of 1
or 2 packets.

The m ni mum ACK sending rate: Fromrule (2) above, the TCP receiver
al ways sends at |east K=2 ACKs for a wi ndow of data, even in the face
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of very heavy congestion on the reverse path. W would note,

however, that if congestion is sufficiently heavy, all the ack
packets are dropped, and then the sender falls back on an
exponentially backed-of f timeout. Thus, if congestion is sufficiently
heavy on the reverse path, then the sender reduces its sending rate
on the forward path, which reduces the rate on the reverse path as
well. One possibility would be to use a higher mni mum ACK sendi ng
rate, adding a constant upper bound on the ACK Ratio. That is, if
the ACK Ratio al so had an upper bound of J, independent of cwnd, then
the receiver would always send at | east one ACK for every J data
packets, regardl ess of the |level of congestion on the reverse path.

4.6. The Receiver: Sending ACKs for Qut-of-Order Data Segnents

RFC 2581 says that "a TCP receiver SHOULD send an i medi ate duplicate
ACK when an out-of -order segnment arrives." After three duplicate
ACKs are received, the TCP sender infers a packet loss and inplenents
Fast Retransmit and Fast Recovery, retransnmitting the m ssing packet.
When the ACK Ratio is at nost two, the TCP receiver SHOULD still send
an i mredi ate duplicate ACK when an out-of-order segnent arrives.

In general, when the ACK Ratio is greater than two, the TCP receiver
still SHOULD send an inmedi ate duplicate ACK for each of the first
three out-of-order segnents that arrive in a reordering event. (W
define a reordering event at the receiver as begi nning when an out-
of -order segment arrives, and endi ng when the receiver holds no nore
out - of -order segnments.) However, when the ACK Ratio is greater than
two, after the first three duplicate ACKs have been sent, the TCP
recei ver shoul d perform ACK congestion control on the renmining ACKs
to be sent during the current reordering event. That is, after the
first three duplicate ACKs have been sent, the TCP receiver SHOULD
return to sending an ACK for every R segnments, instead of sending an
ACK for every out-of-order segment in that reordering event. [W
note that the Fast Recovery procedure of the TCP sender m ght have to
be nodified to take this change into account.] |In addition, a

recei ver MJUST NOT w thhold an ACK for nore than 500 ns.

We note that in an environnent with systematic reordering in the data
path (e.g., every set of K data packets arrives in inverted order

for some value of K), the guideline above could result in the

recei ver sending an ACK for every data packet, regardl ess of the ACK
Ratio. In such an environnent with persistent reordering, the

recei ver MAY decide not to send an imredi ate duplicate ACK for each
of the first three out-of-order segnents that arrive in a reordering
event. W leave the investigation of nechanisns for effective ACK
Congestion Control in environments with systematic reordering for
future work.
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4.7. The Sender: Response to ACK Packets

The use of a large ACK Ratio can generate line rate data bursts at a
TCP sender. When the ACK Ratio is greater than two, the TCP sender
SHOULD use some formof burst mtigation, or rate-based pacing for
sendi ng data packets in response to a single acknow edgenent. The
use of rate-based pacing will be linmted by the timer granularity at
the TCP sender.

We note that the interaction of ACK congestion control and burst
mtigati on schenes needs further study.

Byte counting at the sender: In addition to the inpact of a |arge ACK
Ratio on the burstiness of the TCP sender’s sending rate, a |arge ACK
Rati o can al so affect the data sending rate by slow ng down the

i ncrease of the congestion wi ndow cwnd. As specified in RFC 2581, in
slowstart the TCP sender increases cwnd by one full-sized segnment
for each new ACK received (in this context, a "new ACK' is an ACK
that acknow edges new data). RFC 2581 also specifies that in
congestion avoi dance, the TCP sender increases cwnd by roughly 1/cwnd
full-sized segments for each ACK received, resulting in an increase
in cwnd of roughly one full-sized segment per round-trip tinme. In
this case, the use of a large ACK Ratio woul d sl ow down the increase
of the sender’s congestion w ndow.

RFC 2581 notes that during congestion avoidance it is also acceptable
to count the nunmber of bytes acknow edged by new ACKs, and to

i ncrease cwnd based on the nunber of bytes acknow edged, rather than
on the nunber of new ACKs received. Thus, the sender SHOULD use this
formof byte counting with Acknow edgenent Congestion Control, so
that the Acknow edgenent Congestion Control doesn’t slow down the

wi ndow i ncreases for the data traffic sent by the sender. Because
rat e- based paci ng shoul d be used with Acknow edgement Congesti on
Control, as recommended earlier in this section, the TCP sender MAY

i ncrease the congestion wi ndow by nore than two MSS for each ACK

We note that for Appropriate Byte Counting (ABC) as specified in

[ RFC3465], during Slow Start the sender is allowed to increase the
congestion wi ndow by at nost two MSS for each ACK. It has not yet
been determ ned whether, with Acknow edgenent Congestion Control, the
TCP sender could use ABC during SlowStart. [If ABCis used with
Acknowl edgenent Congestion Control, then when the TCP sender is in
slowstart and the Ack Ratio is greater than two, the TCP sender MAY
i ncrease the congestion wi ndow by nore that two MSS in response to a
single ACK. Section 4.2 of [LLO7] explores sone of the issues with
the use of ABC for TCP connections with an Ack Ratio greater than

t wo.
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Inferring |l ost data packets: As cited earlier, RFC 2581 infers that a
packet has been | ost after it receives three duplicate

acknow edgenments. Because ACK Congestion Control is only used when
there is congestion on the reverse path, after a packet |oss one or
nore of the three duplicate ACKs sent by the receiver could be | ost
on the reverse path, and the receiver mght wait until it has
received R nore out-of-order segnments before sending the next
duplicate ACK. All this could sl ow down Fast Recovery and Fast
Retransmit quite a bit. To reduce the potential delay in detecting a
| ost packet, a TCP sender SHOULD use the information in the SACK
option to detect when the receiver has received at |east three out-

of -order data packets, and to initiate Fast Retransmt and Fast
Recovery in this case, even if the TCP sender has not yet received
three dup ACKs.

4.8. Possible Addition: Receiver Bounds on the Ack Ratio

It has been suggested that in sonme environnents, the TCP receiver

m ght want to set |ower bounds on the ACK Ratio. For exanple, the
TCP recei ver mght know from configuration or from past experience
that the bandwi dth on the return path is limted, and mght want to
set a | ower bound (greater than two) on the ACK Ratio R If this is
i ncluded, this would require a TCP Option fromthe TCP receiver to
the TCP sender reporting the | ower bound on the ACK Ratio. Care
woul d al so be needed so that the | ower bound on the ACK Ratio was
only in effect when the TCP sender’s congesti on wi ndow was
sufficiently high.

5. Possible Conplications
5.1. Possible Conplication: Delayed Acknow edgenents

The receiver could send a del ayed acknow edgenent acknow edgi ng a
singl e packet, even when the ACK Ratio is two or nore.

This should not cause fal se positives (when the TCP sender infers a
| oss when no | oss happened). The TCP sender only infers that a pure
ACK packet has been | ost when no data packet has been |lost, and an
ACK packet arrives acknow edgi ng nore than R new packets.

Del ayed acknow edgenents coul d, however, cause fal se negatives, with
the TCP sender unable to detect the |loss of an ACK packet sent as a
del ayed acknow edgenent. Fal se negatives seem acceptable; this would
result in approximte ACK congestion control, which would be better
than no ACK congestion control at all. 1In particular, when this form
of fal se negative occurs, it is because the receiver is sending
acknow edgenents at such a lowrate that it is sending del ayed
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acknow edgenents, rather than acknow edging at | east R data packets
wi th each acknow edgenent.

5.2. Possible Conplication: Duplicate Acknow edgenents.

As discussed in Section 4.3, RFC 2581 states that "a TCP receiver
SHOULD send an i medi ate duplicate ACK when an out-of -order segnent
arrives", and that "a TCP receiver SHOULD send an i mredi ate ACK when
the incom ng segnent fills in all or part of a gap in the sequence
space" [RFC2581]. When ACK Congestion Control is used, the TCP

recei ver instead uses the guidelines from Section 4.6 to govern the
sendi ng of duplicate ACKs. More work woul d be useful to evaluate the
advant ages and di sadvantages of this approach in terns of the
potential delay in triggering Fast Retransmt, and to explore
alternate possibilities.

5.3. Possible Conplication: Two-Way Traffic.

In a TCP connection with two-way traffic, the receiver could send
some pure ACK packets, and sonme acknow edgenents piggy-backed on data
packets. The receiver would still followthe rule of only sending a
pure ACK packet when there is a need for a delayed ACK, or there are
R new dat a packets to acknow edge.

In a connection with two-way traffic, the TCP sender woul d not al ways
be able to infer when a pure ACK packet had been lost. For exanple,
the receiver could send a pure ACK packet acknow edgi ng packet K, and
soon afterwards, the receiver could send a new y-generated data
packet for the reverse-path fl ow al so acknow edgi ng packet K. The
pure ACK packet could be dropped in the network, and the sender would
not be able to detect this drop

Fortunately, there are limtations to the potential problens caused

by undetected ACK | osses in two-way traffic. The sender will only
fail to detect the loss of a pure ACK packet if the ACK packet was
foll owed by a data packet with the sane acknow edgenent nunber. |If

the reverse-path traffic for the connection is dom nated by data
traffic, then the congestion control for the data traffic is nore

i mportant than the congestion control for the pure ACK traffic. |If
the reverse-path traffic is dom nated by pure ACK traffic, then the
sender woul d detect any |osses of pure ACK packets foll owed by other
pure ACK packets, and this would include nost of the pure ACK packets
for that connection. Thus, the sender’s failure to detect the |oss
of a pure ACK packet followed by a data packet with the sane

acknow edgerment numnber woul d not di sabl e acknowl edgenment congesti on
control for a TCP connection with two-way traffic.
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5.4. Possible Conplication: Reordering of ACK Packets.

It is possible for ACK packets to be reordered on the reverse path.
The TCP sender could either use a parallel nechanismto the dupACK
threshold to infer when an ACK packet has been lost, as with TCP, or
nore robustly, the TCP sender could wait an entire round-trip tine
before inferring that an ACK packet has been | ost [RFC4653].

5.5. Possible Conplication: Abrupt Changes in the ACK Path.

VWhat happens when there are abrupt changes in the reverse path, such
as fromvertical handovers? Can there be any problens that would be
wor se than those experienced by a TCP connection that is not using
ACK congestion control ?

5.6. Possible Conplication: Corruption

As with data packets, it is possible for ACK packets to be dropped in
the network due to corruption rather than congestion. The current
assunption of ACK congestion control is that all |osses should be
taken as indications of congestion. Wen there is sone better answer
for corrupted TCP data packets, the same solution hopefully would
apply to corrupted ACK packets as well.

One problemwith the interaction of packet corruption and congestion
control, for both data and ACK packets, is that it is not always

obvi ous when the packet corruption is related to congestion, and when
the packet corruption is independent of the |level of congestion on
the corrupting link. 1In environnents where packet corruption is

i ndependent of the | evel of congestion on the corrupting link
appl yi ng ACK congestion control only nmakes the connection nore
sensitive to ACK packet corruption, by reducing the nunmber of ACKs
that are sent.

5.7. Possible Conplication: ACKs That Don't Contribute to Congestion

It is possible for the ACK packets in a TCP connection to traverse a
congested path where ACK packets are dropped, but where the ACK
packets thensel ves don’'t significantly contribute to the congestion
on the path. In scenarios where ACK packets are dropped but where
ACK traffic doesn't make a significant contribution of the congestion
on the path, the use of ACK Congestion Control would not contribute
to reducing the aggregate congestion on the path. |In this case, one
goal is to mininize the negative inpact of ACK Congestion Control on
the overall performance of the TCP connection
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J TCP conns. link L -> J TCP conns.
data -> [ ---] [ ---] <- ACKs
Cemmmmmmmeeaas > | | | | <---------e--- >
| e >
L > | | | | <------------- >
K TCP conns. | ---] |---] K TCP conns.
ACKs -> <- link L1 <- data

A scenario with J forward and K reverse TCP connecti ons.

To explore the relative contribution of ACK traffic on congestion, it
is useful to consider a sinple scenario with a congested
unidirectional link L carrying data traffic fromJ TCP connecti ons
(the forward TCP connections) and ACK traffic from K TCP connecti ons
(the reverse TCP connections). W assune that all TCP connections
have the same round-trip time R and the same data packet size S of
1500 bytes. W further assunme that all of the forward TCP
connections have the sanme data packet drop rate p and the sane
congestion window W and that all of the reverse TCP connecti ons have
t he same congestion wi ndow W and the sane ACK packet drop rate pl
The J TCP connections each use a bandwi dth on link L of 1500*WR
bytes per second, and the K TCP connections, w thout ACK Congestion
Control, each use an bandwi dth on Ilink L of 40*(W/2)/R bytes per
second. This gives a ratio of 75*(J/K)*(WW.) for TCP data bandw dth
to TCP ACK bandwi dth on link L. The ratio J/Kis the ratio between
the number of forward and reverse TCP connections on link L, and
could have a w de range of values (e.g., large for an access link
froma web server, and small for an access link to a web server).

For this scenario, the ratio WW. is largely a function of the
different | evels of congestion on the forward and reverse paths.

To explore the possibilities, we will consider sonme of the range of
congestion control nechanisns for the congested link. First, we
consi der scenarios where the limtation on the congested path is in
the link bandwi dth in bytes per second.

Cases (1), (2), (3), (5), and (7) below represent the best scenarios
for ACK Congestion Control, where the fraction of packet drops for
TCP ACK packets roughly matches the TCP ACK packets’ contribution to
congestion. [In several of these cases this is at best a rough match
because the data packets are a factor in the bandwi dth and in the
queue limtations, while the TCP ACK packets are only a factor in the
gueue limtations.] Cases (4) and (8) bel ow represent problemtic
scenarios where the fraction of packet drops for TCP ACK packets is
much hi gher than the TCP ACK packets’ contribution to congestion

Case (6) bel ow represents scenari os where ACK Congestion Contro

woul d not be effective because it would not be invoked. |In the
scenarios in case (6), the fraction of packet drops for TCP ACK
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packets woul d be much snaller than the TCP ACK packets’ contribution
to congestion.

(1) The Drop-Tail queue for link L is neasured in packets. 1In this
case, the congested queue can accompdate N packets, regardl ess of
packet size, there is a limtation of both bandwi dth in bytes per
second and al so in queue space in packets, and | arge data packets and
smal | TCP ACK packets should see sinilar packet drop rates. Although
TCP ACK packets nmost likely aren’t a major factor in the bandwi dth
[imtation, they can be a significant contribution to the linmtation
of queue space. So, while the drop rate for ACK packets coul d be
high in tinmes of congestion, the ACK packets are contributing to that
congesti on sonmewhat by using scarce buffer space.

(2) The Drop-Tail queue is neasured in bytes. 1In this case, the
congest ed queue can accomopdate M bytes of packets, and TCP ACK
packets don't make a significant contribution to either the bandw dth
[imtation or to the [imtation in queue space. It is also the case
that in this scenario, even if there is heavy congestion, the drop
rate for TCP ACK packets should be snall (because small ACK packets
can often find space on the congested queue when | arge data packets
can’t find space). In this case, ACK Congestion Control should not
present any problens; the TCP ACK packets aren’t contributing
significantly to congestion, and aren’t experiencing significant
packet drop rates.

(3) The RED queue is in packet node, and is neasured in packets.

This is simlar to case (1) above. Because the queue is nmeasured in
packets, small TCP ACK packets contribute to the limtation in queue
space, but not to the limtation in |link bandwi dth. Because the
gueue is in packet node, |arge data packets and snall TCP ACK packets
shoul d see simlar packet drop rates.

(4) The RED queue is in packet node, but is measured in bytes.
Because the queue is neasured in bytes, small TCP ACK packets don’t
contribute significantly to either the Iimtation in queue space or
tothe limtation in |ink bandwi dth. Because the queue is in packet
node, | arge data packets and small TCP ACK packets should see simlar
packet drop rates. |If it existed, this case would be problematic,
because the TCP ACK packets woul d not be contributing significantly
to the congestion, but they would see a sinmlar drop rate as the

| arge data packets that are contributing to congestion

(5) The RED queue is in byte node, and is nmeasured in bytes. This is
simlar to case (2) above. Because the queue is nmeasured in bytes,
smal | TCP ACK packets don't contribute significantly to either the
[imtation in queue space or to the limtation in |ink bandw dth. At
the sanme tine, because the queue is in byte node, small TCP ACK
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5.

8.

packets see much snaller packet drop rates that those of |arge data
packets.

(6) The RED queue is in byte node, but is measured in packets.
Because the queue is neasured in packets, small TCP ACK packets
contribute to the Iimtation in queue space, but not to the
[imtation in |link bandwi dth. Because the queue is in byte node,
smal | TCP ACK packets see much snal |l er packet drop rates that those
of large data packets. |If this case existed, TCP ACK packets woul d
contribute somewhat to congestion, but would see a nuch smaller
packet drop rate than that of |arge data packets.

Next, we consider scenarios where the limtation on the congested
link is in CPUcycles at the router in packets per second, not in
bandwi dth in bytes per second.

(7) The CPU | oad i nposed by TCP ACK packets is simlar to the | oad
i nposed by ot her packets (e.g., TCP data packets). ACK Congestion
Control would be useful in this scenario, particularly if TCP ACK
packets saw the sane packet drop rates as TCP data packets.

(8) The CPU | oad inposed by TCP ACK packets is much | ess than the

| oad i mposed by ot her packets (e.g., TCP data packets). |[If TCP ACK
packets saw a snal |l er packet drop rate than TCP data packets, then
the TCP ACK packet drop rate would roughly match the TCP ACK packets’
contribution to congestion, and this would be good. [If TCP ACK
packets saw the sane packet drop rate as TCP data packets, this this
case woul d be probl ematic, because the TCP ACK packets woul d not be
contributing significantly to the congestion, but they would see a
simlar drop rate as the large data packets that are contributing to
congesti on.

Possi bl e Conmplication: TCP | nplementations that Skip ACK Packets

It has been reported in | ETF neetings that current TCP

i npl enent ati ons do not al ways acknow edge at | east every other data
packet, as required by the TCP specifications. |In particular, it has
been reported that if a TCP receiver receives nmany data packets in a
burst, before it is able to send an acknow edgenent, then it m ght
send a single acknow edgenent for the burst of packets. W note that
such a behavi or woul d cause conplications for a TCP connection that
used ACK congestion control, as the sender would not be able to

det erm ne when an ACK packet had been dropped in the network, and
when the packet had been ski pped by the receiver because it was
processi ng a burst of data packet arrivals.

One possibility for addressing this problemwould be for TCP
recei vers using ACK congestion control to be required to send an
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5.

6.

acknow edgerment for each R packets, for ACK Ratio R In this case,
if the receiver received a |large burst of data packets back-to-back
the receiver would be required to send a respondi ng burst of ACK
packets, one for each set of R data packets.

A second possibility for addressing this problemwould be to define a
TCP option or flag that the TCP receiver could use when sendi ng an
ACK packet to informthe sender that the TCP receiver ‘skipped sone
ACK packets, so that the sender should not infer ACK loss if sone
previ ous ACK packets seemto be m ssing.

Future work will explore the costs and benefits of these two
appr oaches.

9. Possible Conplication: Router or M ddl ebox-based ACK Mechani sns

One possible conplication would be the interaction of ACK Congestion
Control with router-based or mniddl ebox-based ACK nmechani snms such as
ACK filtering along the reverse path [BPK97]. W are not aware of
the depl oyment of ACK filtering in the Internet, but any testing of
ACK congestion control would have to ook for interactions with any
m ddl ebox- based nmechani sns regardi ng ACK packet s.

10. O her |ssues

Are there any probl enms caused by the conbination of two-way traffic
and reordering? O other issues that have not yet been addressed?

Eval uati ng ACK Congestion Contro

Eval uati ng ACK Congestion Control will have two components: (1)

eval uating the effects of ACK Congestion Control on an individual TCP
connection; and (2) evaluating the effects of ACK Congestion Contro
on aggregate traffic (including the effects of ACK Congestion Contro
on the aggregate congestion of the path).

The first part, evaluating ACK Congestion Control on the performance
of an individual TCP connection, will have to exani ne those scenarios
where ACK Congestion Control mght help the performance of a TCP
connection, and those scenarios where the use of ACK Congestion
Control m ght cause problens.

The second part, evaluating the effects of ACK Congestion Control on
aggregate traffic, should consider scenarios where the use of ACK
Congestion Control helps all of the connections sharing a path by
reduci ng the aggregate congestion on the path. This part should al so
see if there are scenari os where ACK Congestion Control causes
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probl ens by increasing the burstiness of aggregate traffic, or by
ot herwi se changing traffic dynam cs.

6.1. Keep-alive and O her Special ACK Packets

Sone TCP hosts send keep-alive packets when no data or ACK packets
have been received over a long period of time [KEEP-ALIVE]. This
keep-alive mechanismis not addressed in TCP specifications.
However, such keep-alive packets, if used, should not interact with
ACK congestion control one way or another. For ACK congestion
control, the ACK Ratio is set small enough to allow the receiver to
send at |least two ACKs for a window of data, In addition, the

recei ver uses a delayed ACK timer with the Ack Ratio, always sending
an acknow edgenent if the delayed ACK tinmer expires. Thus, ACK
congestion control will never cause the receiver to del ay
indefinitely in sending an acknow edgenent for a received data
packet .

Sone TCP i npl enentations send pure ACK packets as wi ndow probes, to
solicit an ACK packet fromthe other end with current w ndow

i nformati on. Such ACK packets will generally be orthogonal to the
ACK Congestion Control specified in this draft.

TCP receivers al so can send pure ACK packets as w ndow updat e packets
announci ng a new val ue for the receive wi ndow, even when the

acknow edgenment numnber and SACK options in the ACK packet are not

new. The receiver MAY send wi ndow update packets even if the ACK
Congestion Control mechanismwould say that it is not time yet to
send a pure ACK. The sender will not necessarily be able to detect
the | oss of a wi ndow update ACK packet.

7. Measurenments of ACK Traffic and Congestion

There are a nunber of studies about the traffic conposition on
various links in the Internet, reporting the fraction of bandw dth
used by TCP data and by TCP ACK traffic. [Pointers to be added.]

Are there any studies that show the relative drop rates for TCP data
and ACK traffic, for particular links or for particular TCP
connections?

Are there any studi es of congested |inks that show the fraction of

traffic on the congested link, or in the congested queue, that
consi st of TCP ACK packets?
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Acknowl edgenent Congestion Control in DCCP's CCID 2

In the transport protocol DCCP [ RFC4340], the congestion contro
mechani smfor the CCID 2 profile is based on that of TCP. This
section briefly addresses some of the issues that have been addressed
in the acknow edgenent congestion control already standardi zed in
CCl D 2.

Rat e- based pacing: For CCID 2, RFC 4341 says that "senders MAY use a
form of rate-based paci ng when sending multiple data packets

i berated by a single ACK packet, rather than sending all |iberated
dat a packets in a single burst." However, rate-based pacing is not
required in CCl D 2.

I ncreasing the congesti on wi ndow. For CCID 2, RFC 4341 says that
"when cwnd < ssthresh, neaning that the sender is in slowstart, the
congestion wi ndow i s increased by one packet for every two newy
acknow edged data packets with ACK Vector State 0 (not ECN narked),
up to a maxi mum of ACK Ratio/2 packets per acknow edgenment. This is
a nodified formof Appropriate Byte Counting [RFC3465] that is
consistent with TCP's current standard (which does not include byte
counting), but allows CCID 2 to increase as aggressively as TCP when
CCD 2 s ACK Ratio is greater than the default value of two. Wen
cwnd >= ssthresh, the congestion wi ndowis increased by one packet
for every wi ndow of data acknow edged wi t hout | ost or narked
packets."

Security Consi derations

VWhat are the sender’s incentives to cheat on ACK congestion control ?
VWhat are the receiver’'s incentives to cheat? Wat are the avenues
open for cheating?

As | ong as ACK congestion control is optional, neither host can be
forced to use ACK congestion control if it doesn't want to. So ACK
congestion control will only be used if the sender or receiver have
sonme chance of receiving sone benefit.

As long as ACK congestion control is optional for TCP, there is
little incentive for the TCP end nodes to cheat on non- ECN-based ACK
congestion control. There is nothing now that requires TCP hosts to
use congestion control in response to dropped ACK packets.

What avenues for cheating are opened by the use of ECN Capabl e ACK
packets? If the end nodes can use ECN to have ACK packets marked
rather than dropped, and if the end nodes can then avoid the use of
ACK congestion control that goes along with the use of ECN on ACK
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12.

packets, then the end nodes could have an incentive to cheat.
Senders could cheat by not instructing the receiver to use a higher
ACK Ratio; the receiver would have a hard time detecting this
cheating. Receivers could cheat by not using the ACK Ratio they were
instructed to use, but senders could easily detect this cheating.
However, receivers could also cheat by not using ACK congestion
control and still sending ACK packets as ECN capabl e, so ACK
congestion control is not a necessary component for receivers to
cheat about sendi ng ECN- capabl e ACK packets. One question would be
whet her there is any way for receivers to cheat about sendi ng ECN
Capabl e ACK packets and not using appropriate ACK congestion contro
wi thout this cheating being easily detected by the sender

What about the ability of routers or m ddl eboxes to detect TCP
receivers that cheat by inappropriately sending ACK packets as ECN
capabl e? The router will only know if the receiver is authorized to
send ACK packets as ECN-Capable if it nonitored both the SYN and
SYN ACK packets (and was able to read the TCP options in the packet
headers). |f ACK congestion control has been negotiated, the router
will only know if ACK congestion control is being used correctly by
the receiver if it can nonitor the ACK Rati o options sent fromthe
sender to the receiver. |f ACK congestion control is being used, the
router will not necessarily be able to tell if ACK congestion contro
is being used correctly by the sender, because drops of ACK packets
m ght be occurring after the ACK packets have |left the router.
However, if the router sees the ACK Ratio options sent fromthe
sender, the router will be able to tell if the sender is correctly
accounting for those ACK packets that are dropped or ECN- marked on
the path fromthe receiver to the router

| ANA Consi der ati ons

| ANA will allocate the option nunbers for the two TCP options, the
ACK- Congestion-Control -Permtted Option, and the ACK Rati o Option

Concl usi ons

Thi s docunent specifies a congestion control nechanism for

acknow edgenent traffic (ACKs) for TCP, and di scusses the possible
conplications. W are deferring a recomrendati on on the use of this
mechani smfor TCP until it has been evaluated nore fully.
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A 1.

Appendi x: Rel ated Wrk

There exi st several papers dealing with controlling congestion in the
reverse path of a TCP connection, especially in the context of
networks with bandwi dth asymmetry. Sonme of these proposals require
explicit support fromrouters or m ddl eboxes, whereas others are
"pure" end-to-end schenes.

RFC 3449 [ RFC3449] di scusses TCP perfornance problenms that arise in
TCP connections over asymetric paths. Section 3 of RFC 3449
describes in detail how congestion on the ACK path can affect overal
TCP performance. RFC 3449 al so outlines a nunber of proposed
mtigations, including ACK Congestion Control. The experinental ACK
Congestion Control mechani smdiscussed in the RFC relies on ECN, with
the TCP sender detecting congestion on the ACK path from ECN mar ked
packets. The RFC al so di scusses two receiver-based nechani sns,

W ndow Pr edi cti on Mechanism (WM [ CLP98] and Acknow edgenent based
on Ownd Estimation (ACE) [ MIWO], for using a dynam c ACK Ratio.

RFC 3449 al so considers |ink and network |ayer techniques that
address congestion on the upstream path. These include header
conpressi on, and bandw dth managenent techni ques for the upstream
link including ACK filtering and ACK reconstruction

RFC 3135 [ RFC3135] on "Performance Enhancing Proxies Intended to

M tigate Link-Rel ated Degradations" surveys a range of Performance
Enhanci ng Proxi es used to inprove TCP behavior, including proxies for
ACK filtering and reconstruction. RFC 2760 [RFC2760] on "Ongoi ng TCP
Research Related to Satellites" di scusses both ACK Congestion Contro
and ACK Filtering and Reconstruction, with detail ed descriptions of
the nmechani sns proposed by Bal akri shnan et al. in [ BPK97].

Landstromet al. in [LLO7] explore a mechani smwhere the the receiver
sends only four acknow edgenents per wi ndow of data, along with the
sender using a formof Appropriate Byte Counting. In addition, the
receiver reverts to a | ower acknow edgenent frequency after a
timeout, to avoid unnecessary Retransmt Timeouts. One concl usion of
the paper is that pacing at the sender introduces an additiona

del ay, and might not be necessary. A key result of the paper is that
with the use of sonme formof byte counting at the sender, it is

possi ble for TCP to use a | ower acknow edgenent frequency than that
of del ayed acknow edgenents.

ECN- only Mechani sis

Bal akrishnan et al. in [BPK97] describe the use of ECN to detect
congestion in the return path, in order to reduce the sending rate of
ACKs. The use of a RED queue in the reverse path allows for marking
of ACK packets. The sender echoes back ECN congestion marks to the
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receiver. The receiver keeps an ACK ratio d (called the "del ayed- ACK
factor"), specifying the nunber of data segnents that have to be
received before the receiver sends a new ACK. The ACK ratio d is
managed using multiplicative-increase, additive-decrease; upon
reception of a congestion mark, the receiver doubles the value of d
(hence dividing the ACK sending rate by two). The ACK ratio
decreases linearly for each RTT in which no ECN-marked ACKs are
received. Miltiple congestion narks received in an RTT are treated

as a single congestion event, i.e., d can be doubled at nobst once per
RTT. The TCP tinmestanp option is used to keep track of the RTT
val ues.

A. 2. Receiver-only Mechani snms

In [MIWDO], Tam Mng-Chit et al. propose a receiver-based method for
cal cul ati ng an "appropriate" number of ACKs per congestion w ndow
(cwnd) of data, in order to alleviate congestion on the reverse path.
The sender’s cwnd is estimated at the receiver by counting the nunber
of received packets per RTT (which also has to be estinmated by the
receiver). Fromthis estinate, a sinple algorithmis used to compute
the nunber of ACKs to be sent per cwnd. The algorithmenforces a

| ower bound on the nunber of ACKs per cwnd, aiming at mnimzing the
probability of timeout at the sender due to ACK loss. Simlarly, the
ACK ratio is upper-bounded so as to avoi d excessive ACK del ay.

Bl andford et al. [BGG+07] propose an end-to-end, receiver-oriented
schene called "smartacking". The algorithmis based upon the
receiver nonitoring the inter-segment arrival time for data packets
and adapting the ACK sending rate in response. Wen the bottl eneck
link is underutilized, ACKs are sent frequently (up to one ACK per
recei ved segnent) to pronote fast growh of the congestion w ndow.
On the other hand, when the bottleneck is close to full utilization
the algorithmtries to reduce control traffic overhead and sl ow
congesti on wi ndow grow h by generating ACKs at the mnimumrate
needed to keep the data pipe full

Reduci ng the nunber of ACKs (or, equivalently, increasing the anount
of bytes acknow edged by each ACK) can increase the burstiness of the
TCP sender. Hence, any nechani sm as those cited above shoul d be
coupled with a burst mitigation techni que, Rate-Based Pacing, that
paces the sendi ng of data segnents [AB05] [ASA00] [BPK97].

A. 3. M ddl ebox-based Mechani sns
ACK filtering (AF) [BPK97] from Bal akri shnan et al. is a router-based
technique that tries to reduce the nunber of ACKs sent over the

congested return link. Wth AF, an arriving ACK may repl ace
precedi ng, ol der ACKs at the bottleneck queue. An aggressive
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B

B. 1.

repl acenent policy mght guarantee that at nobst one ACK per
connection is waiting in the queue, alleviating congestion. However,
as in other proposals, care nust be taken to avoid sender timeouts in
case the (too few) ACKs resulting fromthe filtering get lost. The
idea of filtering ACKs has been extended in [ YMHO3] to deal with SACK
i nformation.

Aweya et al. [AOW2] present a m ddl ebox-based approach for
mtigating data packet bursts and for controlling the uplink ACK
congestion. The main idea is to perform pacing on ACK segnments on an
edge device close to the sender, so as to control the ACK arriva

rate at the sender.

Appendi x: Desi gn Consi derations
The TCP ACK Ratio Option, or an AckNow bit in data packets?

In the ACK congestion control mechani smspecified in this docunent,
the sender uses the TCP ACK Ratio Option to tell the receiver the ACK
Ratio to use. An alternate approach to the TCP ACK Rati o Option
could be for the sender to use an AckNow bit in the TCP header of
dat a packets, telling the receiver to acknow edge this data packet.

In the discussion below, we call these two approaches the TCP ACK
Rati o Option approach and the AckNow approach

An advant age of an AckNow approach is that it would require | ess
state fromthe receiver; the receiver would not need to maintain a
variable for the current Ack Ratio, and would not need to keep track
of the nunber of data packets unacked to date.

However, a di sadvantage of the AckNow approach is that the sender
does not know when packets will be reordered, delayed, or dropped on
the path to the receiver. |In particular, the sender does not have
control over whether a data packet with the AckNow bit set is
reordered, delayed, or dropped in the network. For this reason, we
have chosen the approach of the sender determ ning the Ack Ratio that
shoul d be used, and sending the Ack Ratio to the receiver, rather
than the sender telling the receiver exactly which data packets to
acknow edge.

An addi tional disadvantage of the AckNow approach is that it would
add conplications and add difficulties for the default cases of the
recei ver using an Ack Ratio of one or two, as is done in the absence
of ACK congestion control

For these reasons, we have specified that the sender determ nes the
ACK Ratio to use and tells the receiver, rather than the receiver
setting an AckNow bit in the TCP Header of sel ected data packets.
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