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Abstract

Thi s docunent reports experinental results on the delivery of HITP
Adaptive Stream ng (HAS) content over interconnected Content Delivery
Net works (CDNs). Specifically, the inplications of CDN request
routi ng between CDNs and HTTP redirection on the quality of delivered
HAS content are investigated.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 31, 2013.
Copyright Notice

Copyright (c) 2012 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent rmnust
include Sinplified BSD License text as described in Section 4.e of

Fanmaey & Latre Expires March 31, 2013 [ Page 1]



I nternet-Draft Experi ments on HAS and CDNI Sept enber 2012

the Trust Legal Provisions and are provided w thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

I ntroduction . . .

Experi nmental Setup

Results . .o

Concl usi on e

Security Considerations .

. References e
6.1. Nornmative References
6.2. Informative References

Aut hors’ Addr esses

ocurwNpe
OO OOOWWOWWLOo WWw

Fanaey & Latre Expires March 31, 2013 [ Page 2]



I nternet-Draft Experi ments on HAS and CDNI Sept enber 2012

1

I nt roducti on

HTTP Adaptive Streamng (HAS) refers to a set of novel stream ng
appr oaches, which deliver stream ng nedia content over the HTTP
protocol. The content is split into chunks, offered in several
quality layers. This allows the client to dynam cally adapt the
requested quality, based on avail abl e network resources and device
capabilities. Delivering HAS content across nultiple interconnected
CDNs i ntroduces sone new opportunities and chal |l enges. Specifically,
it becones possible to distribute the chunks of a single HAS content
stream across nultiple CDNs, based on chunk popularity, Quality of
Service requirenments, resource availability, economc or other
factors.

Every HAS content streamis acconpanied by a Manifest File, which
lists the chunks of each quality layer and specifies their |ocation
inthe formof a URL. As stated in [I|-D. brandenburg-cdni-has],
several alternative nmethods exist for specifying chunk | ocations:

0 Relative URLs: The URLs specified in the Manifest File are
relative to the Manifest File's location and thus all |ocated on
t he sane surrogate.

0 Absolute URLs with Redirection: The Manifest File specifies the
fully qualified URL of each chunk. These URLs, however, direct
the client towards the CDN s request routing node, which in turn
uses HITP redirection to send the client to the surrogate hosting
t he actual chunk.

0 Absolute URLs without Redirection: The URL points directly to the
surrogate hosting the chunk, effectively allowing the client to
ci rcunvent the CDN request routing process.

Thi s docunment ains to evaluate and conpare different request routing
policies for HAS content, derived fromthese addressi ng nechani sns,
that can be used in CDN-interconnection scenari os.

Experi nental Setup

The scenario used as a basis for the experinents consists of two

i nterconnected CDNs. The downstream CDN is | ocated close to the end-
user (e.g., a telco CDN), while the upstream CDN i s positioned
further (e.g., in the core Internet). The upstream CDN is assuned to
be the main storage facility of the original content. As such, it
hosts the Manifest file but can offload content chunks to one or nore
downstream CDNs. Figure 1 graphically depicts the scenario and |ists
the paraneters that were varied in the course of the experinents.
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The upstream CDN request router, upstream CDN content server,
downstream CDN request router and downstream CDN content server are
depicted as uRR, uCS, dRR and dCS, respectively. During the
experinments, three paraneters were varied: the one-way |Internet del ay
D, the per-client bandwi dth B and the HAS client buffer size P. The
bandwi dth on all other network |inks was set to 100 Mops, while the
one-way network delay was set to 5 ms. The round trip tinme (RTT)

bet ween two nodes can be cal cul ated as the sum of the one-way del ays
of the links on the path between them nmultiplied by two. 1In the
performed experinents, the RTT between the client and the dRR/ dCS is
40 s, as the path connecting themconsists of 4 links. The RTT
between the client and the uRR/ uCS equals (60+2D) ns, as the path

bet ween them contains 6 links and the Internet path. Note that the
figure presents a high level, sinplified view of the network topol ogy
and does not show all individual network |inks and routers. The
processi ng delay on the CDN surrogates is not taken into account, as
it is assuned to be negligi ble conpared to the network del ay.

| B Mops
- -+ - -+ Foeet H-- -+ | bandwi dt h
| URR) | uCS| D ns del ay | dRR| | dCS] |
+-- -+ +-- -+ L > oo+ +---+ | | P second
| | | | | | buf fer
yT T ym e, - | v
- f- - f- - B A +
( Upstream CDN )=== Internet )===( Downstream CDN )===|C i ent|
Lo - ‘- - ‘- -’ R +

Figure 1: Evaluation scenario and paraneters

Three alternative request routing policies are eval uated and
conpar ed:

0 UpstreanRR The Manifest File points to the uRR for every chunk.
If the chunk is located within the upstream CON s network, the uRR
sends the client a HTTP redirect request to point it to the
correct uCS. Oherwise, the uRRredirects the client to dRR
which in turn redirects it to the correct dCS.

o DirectRR The Manifest File imediately points to the correct
request router, which redirects the client to the correct content
server. This policy thus allows the client to circunvent going
via the upstream CDN' s network if the chunk is | ocated downstream

o DirectCS: The Manifest File immediately points to the correct

content server, which allows the client to downl oad segnents
wi t hout being redirected. Conpared to the DirectRR policy, the
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indirection of contacting the dRR is avoi ded.

The UpstreanRR policy can be seen as the traditional CDN-1 approach,
where clients always contact the original CDN and HTTP redirection is
used to point themto interconnected CDNs when necessary. |t does
not require any Manifest File rewiting. Additionally, the upstream
CDN does not need any detailed information about chunk |ocations, as
it only needs to redirect clients to the downstream request router.
The DirectRR and DirectCS policies are nore conplex, as they require
the upstream CDN to rewite the original Manifest File.

Addi tionally, when using the DirectCS policy, the downstream CDN
either needs to share detailed chunk [ocation information with the
upstream CDN or the interconnected CDNs need to collaborate in
creating the Manifest File.

The presented policies differ nostly in addressing chunks | ocated in
the downstream CDN. As such, the experinents evaluate a scenario
where a single client downl oads 100 HAS vi deo chunks (of 2 seconds
each) froma content server |located within the downstream CDN. The
constant bitrate video is available in 3 qualities, with bitrates 500
kbps, 1 Mips and 2 Mops.

As the end-user Quality of Experience (QE) depends on several
factors, nmultiple evaluation nmetrics are used in the conparison:

o Average played quality: The played quality |layer, averaged over
all chunks and specified in ternms of bitrate. This is expressed
in nmegabits per second (Mops), representing the bandw dth required
for downl oading the played quality | ayers.

o Total buffer starvation tinme: The accunul ated tinme during which
the client needs to rebuffer the chunks (excluding the original
start-up). A rebuffering occurs when a chunk is not avail abl e at
the client, while it is already required for decoding. This |eads
to frane freezes, as the client needs to wait for the next chunk
to arrive, which significantly reduces QOE

o Start-up delay: The tine between the initial HTTP request for the
first chunk, perforned by the client, and the tinme when the chunk
actual ly starts playing.

Al'l reported results were obtained using the NS-3 sinulation
environment [ns3] in conbination with the Network Sinulation Cradle
(NSC) [nsc]. NS-3 is a discrete-event network sinulator for Internet
systems. NSC allows NS-3 to interface directly with the kernel’s TCP
i npl enentation, generating nore accurate and realistic results. The
used HAS client rate adaptation algorithmis based on the first
version of the client algorithmincorporated in Mcrosoft’s
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Smoot hStreami ng client. The source code of this algorithmcan be
retrieved from CodePl ex [nmsscode].

3. Resul ts

This section lists and di scusses experinental results on the average
pl ayed video quality and the start-up delay. Results on buffer
starvation are omtted, as they did not occur in the depicted
scenari 0s.

Figure 2 depicts the average played quality (in Mps) as a function
of the client bandwidth B, client buffer size P and one-way I nternet
delay D. The depicted results show that, as expected, the delivered
quality for the DirectRR and DirectCS policies is independent of the
network delay D between the Interconnected CDNs. On the other hand,
when using the standard UpstreanRR policy, quality of the delivered
HAS content degenerates significantly as the delay increases. The
exact breakpoint at which quality starts degradi ng does depend on

ot her factors, of which the avail abl e bandw dth is the nost
important. Specifically, at a bandwi dth of 5 Mops, significant

qual ity reductions are visible for upstream CDN network del ays of
nmore than 100 ns, while this breakpoint increases to over 200 ns for
a bandw dth of 100 Mbops.
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Figure 2: The average played quality as a function of client
bandwi dth B, client buffer size P and one-way delay D

Results on start-up delay are depicted in Figure 3. As the results
are mnimally influenced by the avail abl e bandwi dth B and cli ent
buffer P, start-up delays are only shown for B equal to 5Mips and P
equal to 6s.
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Fomm e e e o o +
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Figure 3. The start-up delay as a function of one-way delay D, for B
= 5Mops and P = 6s

Inline with the played quality, start-up delay is not negatively

i nfl uenced by an increasing network del ay between the interconnected
CDNs when using the DirectRR and DirectCS policies. However, when
using the UpstreanRR policy, the start-up delay increases linearly
with the network delay D. Note that this start-up delay occurs
whenever a new streamis requested. This occurs, for exanple, when
switching channels in Internet TV scenarios as well as when users
skips parts of a novie in a Video on Demand scenari o.

4. Concl usi on

In this docunent, we proposed, eval uated and conpared several
policies for routing requests and retrieving HAS content chunks

di stributed across nmultiple interconnected CDNs. Concretely, the
traditional policy, herein called UpstreanRR, in which the origina
CDN s request router dynanmically redirects the end-users towards the
CDN currently hosting the requested content, is conpared to two novel
policies, called DirectRR and DirectCS. These novel policies enploy
HAS Manifest File rewiting to directly point end-users to the
correct CDN (DirectRR) or even the correct content server (DirectCS).

A thorough eval uation, based on NS-3 sinulation results, was
conducted. It shows that the end-user (QE suffers greatly as a
consequence of the HITP redirects that occur when enpl oying the
standard UpstreanRR policy. Depending on the avail abl e bandw dt h,
(OE degradation can start occurring when the one-way network del ay
towards the upstream CDN is greater than 100 mlliseconds. In
contrast, the reported results also show that the novel DirectRR and
DirectCS policies performwell under increasing network del ays.
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In sunmmary, these results prove the need for advanced request routing
mechani snms, as well as extensive cooperation between interconnected
CDNs, to be able to satisfy end-user quality requirenents of state-
of -t he-art HAS-based servi ces.

5. Security Considerations

Not appli cabl e.
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