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Abstract

A good congestion control for data centers (DC) should provide | ow

| at ency, fast convergence and high link utilization. Since nultiple
applications with different requirenments may run on the DC network it
is inmportant to provide fairness between different applications that
may use different congestion algorithns. An inportant issue fromthe
user perspective is to achieve short Flow Conpletion Tinme (FCT).

Thi s docunent proposes data center congestion control direction
aimng to achi eve high performance while proving fairness.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on August 7, 2020.
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This docunent is subject to BCP 78 and the I ETF Trust’s Legal
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the Trust Legal Provisions and are provided wi thout warranty as
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1. I nt roducti on

The maj or use case that we are |looking at is congestion control for

Data Centers, a controlled environnment as specified in

RFC8085[ RFC8085]. W th the energing Distributed Storage, Al/HPC
(Hi gh Performance Conputing), Machine Learning, etc., nodern

dat acenter applications demand hi gh t hroughput (40CGbps and above)

with ultra-l1ow latency of |ess than 10 m crosecond per hop fromthe

network, with | ow CPU overhead. The end to end | atency should be
| ess than 50usec, this value is based on DCQCN [ DCQCN]. The high
link speed (>40Gb/s) in Data Centers (DC) are maki ng network
transfers conplete faster and in fewer RTTs. Network traffic in a

data center is often a mx of short and long fl ows, where the short

flows require low |l atencies and the long flows require high
t hr oughput s.

A good congestion control for data centers (DC) should provide | ow

| atency, fast convergence and high link utilization. Since multiple

=
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applications wwth different requirenments may run on the DC network it

Even, et al. Expi res August 7, 2020 [ Page 2]



I nternet-Draft DC Fast Congestion February 2020

is inportant to provide fairness between different applications that
may use different congestion algorithnms. An inportant issue fromthe
user perspective is to achieve short Flow Conpletion Tine (FCT).

A typical DC architecture is conposed of a spine-|leaf topology where
there are three hop switches at nost for a flow If we |ook fromthe
flow view then we can assune that for the first hop switch there is

| ow probability for congestion. The congestion will happen in higher
probability at the spine or the last hop. The figure bell ow shows a
sinpl e spine-leaf topology; in a typical DC there will be nultiple
Spi nes and Leaves.

| Send|  ------  ------- | Recv]

2. Conventi ons

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFC8174] when, and only when, they appear in al
capitals, as shown here.

3. Congestion Handling Cases
3.1. Congestion only in |eaf switch connected to receiver

The | eaf switch is congested and does not receive any ECN CE marki ng
on incomng streanms. The |leaf switch sends FCR (Fast Congestion
Response) nessage to all sending NICs. The general case requires
that the leaf switch will know who are the senders and if they
support FCR. There is also a requirenent to define how the congested
| eaf connects and send the FCR nessage to the senders. |If not al
senders whose streans are congesting the sane egress port support FCR
the congested leaf switch will drop back to use ECN CE marking to the
receiver. Another option is to send FCR to the senders that support
it and use ECN CE marking on the flows from senders that do not
support FCR, in this case the switch should wait for at |east one RTT
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before sending a second FCRto allow all senders to drop their
sendi ng rate.

3.2. Congestion in the Spine swtch

There are a couple of options for supporting this case. The Spine
and |leaf swtch will need to be aware of which option is in use.

3.2. 1. ECN case

The leaf switch receives ECN CE narks fromthe spine. The |eaf
switch does not know what rate information it can send regardless if
it is congested or not. The |leaf switch will convey ECN marking to
t he receiver

3.2.2. Spine and | eaf switches share information
The Spine switch provides rate/congestion information to the
downstream | eaf switch. The leaf swtch may be congested or not but
will be responsible to send the FCR nessage to the sending NICs. The
information fromthe spine nmay provide rate information using an FCR
i ke nessage.

3.2.3. FCR fromspine and | eaf sw tches

The Spine switch will send FCR to the sending NICs and will not send

ECN marking to the downstream |l eaf switch. |In this option if there
is al so congestion on the downstream | eaf a second FCR nessage wil |l
be sent fromthe leaf to the sending NIC who will have to use the

| ower recommended rate information.
3.3. Congestion in |eaf swtch connected to data sender

This case has | ower probability but in case of congestion the |eaf
swtch will send FCR nessage to all the contributing NICs of the flow
causi ng the congestion on the congested egress port. |If FCRis not
supported by all the congesting NICs, the switch will CE mark these
flows, this will cause the FCR supporting NICs to respond faster and
the switch should allow the other streans to respond (wait little
over an RTT tine) before sending anot her FCR

4. Summary
If all NICs currently sending data to the | eaf switch support FCR
nmessages it is safe to use FCR and if the congestion is in the Spine

switch the action will be according to the options in section
Section 3.2.
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If the leaf switch knows that not all N Cs sending data through the
switch support FCR, the leaf switch may fall back to ECN marking.
Anot her option is to use m xed node by sending FCR to supporting N Cs
and ECN marks towards the receiver, the senders that support FCR
shoul d use the received FCR and ignore the ECN nessage fromthe
receiver.

In the case where there are nultiple congestion points, the NIC
shoul d use the lowest rate information fromall received FCRs.

5. Rate I nformation

The | eaf switch needs to supply rate information using the FCR
nmessage. The sane rate information will be sent to all data senders
to the congested port regardl ess of the rate they needed. This may
cause underutilization of the avail able bandwidth if sone of them
have no need for all the recommended rate; this will be addressed by
the |l eaf switch sending updated rate infornmati on based on the current
usage after a nunber of RTTs. The leaf switch may al so send updat ed
FCR nessage when nore bandwi dth is available, for exanple when
senders stop sending. Note that sending such informati on may cause
congestion on upstream swi tches; another option is to use the sender
congestion control to raise the sending rate according to its CC

al gorithm

In the tests that were done so far, the solution was that all senders
received the same rate information. W need to specify what we would
like to send as the content of the rate information in the FCR
nmessage (bits/sec, nunber of bytes to send simlar to wad in TCP).

6. Requirenents
To support FCR based on the above use cases requires:

1. The congested | eaf should be able to know whi ch data sources
support FCR

2. The congested | eaf should be able to send the FCR nessage in-path
for exanple by using TCP/UDP options or in the UDP applications
back channel. Another option is to establish a connection to the
data senders and send FCR nessages to them

3. Sender should be able to start sending at maximumrate if the new
streamis the only stream sent by the sender
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7. Inplementation Options

The FCR nessage fromthe network to the data sender MJST only be

depl oyed in a controlled environnment [RFC8085] such as Data Centers.
The FCR nessage shoul d provide an identification of the streamfor
exanpl e by providing the source and destination I P and Port nunber of
the flow.

FCR should only be deployed in an intra-data-center environnent where
bot h endpoints and the switching fabric are under a single

adm ni strative domain. FCR MJST NOT be depl oyed over the public

I nt er net

1. The tests are based on ROCEv2 [RoCEv2] using a revised CNP
nmessage and assune all senders support FCR. To use this option
for ROCEv2 the data sender should nmark support for the revised
CNP nessage, this wll allowthe leaf swtch to knowif it can
send back the revised CNP. This inplenmentation node is for
testing only, we do not propose this node for a sol ution.

2. For the proposed solution for the general case there may be a
coupl e of options. The preference is to use a generic nmessage at
the transport |evel (TCP/UDP) otherwise will need a different
nmessage per application. The suggested proposal is to use new
TCP option [RFCO793] and [ RFC2460] for |Pv6 that can be piggy
backed on the ack nessage. There should be an FCR support option
sent by the data sender. For UDP where a back channel is usually
in the application |layer we can use UDP options
[I-D.ietf-tsvwg-udp-options] for announcing FCR support and usi ng
t he application back channel in an application extension or in a
UDP option to send FCR (In the testing we used a revised CNP
message for ROCEv2). Another option is to use OQAM i ke
mechani sm (t he general | OAM specification is
[I-D.ietf-ippmioamdata], the | oopback option is in
[I-D.ietf-ippmioamflags], sending nessage fromthe | eaf swtch
can be based on https://tools.ietf.org/id/draft-ioanteamippm
i oam di rect - export-00.txt)

8. Tests results
Note: this can be an appendix later if rel evant

8.1. Many senders to one receiver
In this test scenario we had six senders and one receiver on a single
switch on a 25 Gbit/sec connection. Five senders were sending | ong

flows to create congestion and the sixth sender sent continuous 8
Byt es packets to test | atency.
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The bandwi dth of NIC CC and Network CC are alnost the sane in the
| ong flows case
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| Network Average | NCCC| Network CC
| Load | |

o e e e e e e e e o e ok R N
| 30% | 5.89 | 5.79
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10.

o e e e e e e e e o e ok R Fom e T +
| Network Average | NCCC| Network CC | | mpr ovenent |
| Load | | | per cent age |
o e e e e e e e e o - R o e o +
| 30% | 21.77 | 8.79 | 59. 62% |
| 50% | 24.89 | 11.8 | 52.59% |
| 80% | 23.45 | 9. 36 | 60. 09% |
| 100% | 22.91 | 9.19 | 59. 89% |
o e e e e e e o - S o e - o +

Latency flow result(us) - 99.9%

We can see that the average |atency is reduced by maxi num 9% and t he
99. 9% | at ency whi ch indicates the maxi num queue size is reduced by
maxi mum 60%

The results showin that for the long flow many-to-one situation the
Net wor k CC achi eves the sanme bandwi dth as the NIC CC and better
| atency for mce flow

Security Consi derations

The FCR nessage is hard to secure, sending an FCR nessage fromthe
network to the source has security risks since it can be easily used
for DOS attack. This solution nust only be used in a managed networKk
[ RFC8085]. The FCR nessage nust be termnated in the managed network
and shoul d not cross the network domain.

Since this nessage is sent in a closed managed network it does not
have the sanme security concerns as | CVMP source quench nessage
[ RFC5927] defined on the general Internet.

An attacker can send an FCR nessage with | ower or higher rate
information. This may cause an underutilization of the network or
congestion. The network entity closest to the receiver should
provide an alert if an unexpected rate is being used which may hint
that such an attack is taking place. A sender may also try to
identify if the FCR nessage has rate information in the expected
range.

| ANA Consi der ati ons

TBD
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