DNSOP G Deng

I nternet-Draft N. Kong
| ntended status: |nformational S. Shen
Expires: January 5, 2015 CNNI C

July 4, 2014

Approach on optim zing DNS authority server placenent
draft-deng-dns-authority-server-placenent-00

Abstract

The geographical distribution of DNS authority servers highly affects
the DNS query latency and financial costs. This docunent proposes an
approach on optim zing the geographical placenent of DNS authority
servers so that the DNS query latency is highly reduced while the
financial cost is within its budget.
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1. I ntroducti on

Domai n Nane System [ RFC1035] is one of the nost inportant conponents
of Internet infrastructure and enabl es the association of the human
menor abl e domai n nanmes and their corresponding information Iike
routable IP addresses. It is reveal ed by Google that in average

I nternet users need hundreds of DNS | ookups to be done in a typical
browsi ng day [ BROASE]. Even for one page, nultiple donmain nane
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resol utions are needed since contents from many ot her domains are
incorporated to one page. So the quality of service (QS) of other
I nternet applications highly depends on the DNS system

Also, with the devel opnent of tel ecommunication access technol ogy,
the network | atency but not the bandw dth gradually becones the main
i mpedi ment for inproving the QS of web service, for the bandw dth
price is becomng |lower and |ower. Moreover, for web service
providers, their revenue and profit are greatly affected by network
| at ency [Web. Latency]. For instance, Amazon estimates that the
Internet |atency inversely correlates wth revenue and profit, and
every 100 mlliseconds increase in latency cuts profits by 1% So
shortening DNS query latency is an efficient way for inproving the
QS of other Internet applications. Here the DNS query latency is
defined as the tinme difference between the tinme when a stub resol ver
sends a DNS query and receives the correspondi ng response.

Nowadays, due to security threat |i ke DDOS and the depl oynent of
DNSSEC ([ RFC4033] [ RFC4034] [ RFC4035]), the processing capacicy of
DNS aut hority servers needs to be increased and at the sane tinme nore
bandw dth resource has to be added. And the |aunch of new gTLDs
nmeans that nore DNS authority servers need to be deployed in the DNS
hi erarchy. However, to the best of our know edge, there is still no
rigorous authority server placenent nethod yet and thus DNS operation
engineers only rely on their personal experiences, which may lead to
sub-optimal authority server distribution and thus | ong DNS query

| at ency and hi gh financial costs.

Fundanental ly, there are two ways to shorten the DNS query | atency;
one is shortening the processing |atency on DNS servers (both
authority and recursive servers); the other is reducing the network

| at ency between authority and recursive servers as well as that

bet ween stub and recursive servers. The processing |atency on one
authority server usually relates to the rate of incom ng DNS queries
(whose unit is query per second, QPS for short) and specifically

| arger the QPS is, longer the processing latency is. For network

| at ency, since recursive servers are usually very near to stub
resolvers, we just take the network | atency between authority and
recursive servers into consideration. For sinplicity, we define
Donmai n Nane Resol ution Delay (DNRD) as the difference between the

ti me when one DNS recursive server sends one DNS query to and

recei ves the correspondi ng response froma specific authority server.
Then DNRD is alnost the Round-Trip Tinme (RTT) between the DNS
authority servers (of root domain, top |level domain, second | eve
domain et al.) and DNS recursive servers, plus the processing |atency
of that DNS query on the authority server. Finally, the main object
of this docunent is to mnimze the DNRD by reasonably sel ect the

| ocation of authority servers wthout the financial costs exceeding
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t heir budget. The financial costs of operating authority servers

mai nly consi st of two parts: one is the fixed expense including

equi pnent purchase cost, roomrental cost, et al; the other is

vari abl e expense such as bandwi dth rental cost, electricity fees, et
al. Usually, different |ocations have different price |evel and then
di fferent geographical distribution of the sane authority servers

| eads to different financial costs.

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Use cases and scenari os

Fundanental ly, there are three main use cases on DNS authority server
pl acenent .

2.1. Ceographically distributing all authority servers

DNS system works in a decentralized fashion and a new DNS zone can be
created through the delegation fromits parental domain. Several (or
tens of even hundreds of ) authority servers having the authority for
such new DNS zones have to be deployed for providing authoritative
resol ution service. For instance, due to the |aunch of new gTLDs,
many aut hority servers have been being depl oyed. Wen the financial
cost upper bound is given, the question is where to geographically

pl ace these authority servers so that the DNRD is m nim zed on the
condition that the financial cost is within its upper bound. Here,
at |least two questions should be answered. One is which potenti al

| ocations should be selected as actual |ocations; the other is how
many aut hority servers shoul d be placed on each actual |ocation.

2.2. Ceographically distributing new y-added authority servers

For some existing DNS zones, there are some running authority servers
al ready. However, due to the reason |ike further reducing the DNRD
or decreasing the financial cost, nore authority servers will be
added wi thout changing the |ocation of already depl oyed authority
servers. Then the location of new y-added authority servers has to
be carefully selected to reduce the DNRD as nmuch as possible with a
decr eased budget .
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2.

3.

3.

3. Readjusting geographical distribution of all authority servers

Since now the authority servers are geographically placed by
operation engi neers by their personal experience, the authority
server placenent nethod may not be optimal. Then the DNRD nay be too
I ong and the financial cost may be too high, which calls for

readj usting the geographical distribution of all currently depl oyed
authority servers so that the DNRD is shortened and at the sane tine
t he financial cost is reduced.

Aut hority server placenent approach
1. Probl em statenent

The problem of authority server placenent is |ike this: given a set
of potential |ocations (which nunber in thousands even tens of

t housands) for placing authority servers, which |ocations (which
usual ly nunmber in less than ten or tens) should be selected to obtain
a relatively I ow DNRD wi t hout the financial cost exceeding its upper
bound. Towards this problem at |east tw questions should be
answered. One is which |locations should be selected as the actual

| ocation for placing authority servers? The other is how nmany
authority servers should be depl oyed on each sel ected | ocati on.

Here, we assune the authority servers are honbgeneous and thus have
t he sane processing capacity. And nultiple even tens of authority
servers can be depl oyed at the sanme | ocation for the conveni ence on
DNS operation and zone file synchnization.

To answer these two questions, at least the follow ng three kinds of
data should be provided. The first is those relating to the DNS
recursive servers, such as RTT between those potential |ocations and
DNS recursive servers and the query rate of each DNS recursive
servers. The second is those relating to the financial cost, |ike

t he bandwi dth price, the electricity price, the roomrent price,

equi pnent mai ntenance price on each potential |ocation and as well as
the authority server purchase price and the total financial budget.
The third is those relating to the authority server, such as the
capacity of each authority server (whose unit can be handl ed queries
per mnute or hour) and the processing |latency which relates to the
QPS of the authority server. Since the nunber of recursive servers
is very large, it is better to only choose a small part of recursive
servers according to sone policies (such as random zation or only
choosing top N recursive servers) and just to neasure the RTT between
t hose sel ected recursive servers and potential |ocations.

Wth all above input data, the authority server placenment approach
shoul d output one specific authority server placenent schene wth
| onest DNRD on condition that the actual financial cost is wthinits
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budget. In fact, the authority server placenent problemis one kind
of optim zation problem and thus sone approxi mate optim zation

al gorithm such as simul ated-annealing algorithm|[SA] can be used to
solve this probl em

3.2. Optimzation goals

Fundanental |y, the goal of the authority server placenent is: 1).

M nim zing the average DNRD on the condition that the financial cost
does not exceed its upper bound; 2). Mnimzing the maxi mal DNRD
with the financial cost within its upper bound.

3.2.1. Mnimzing the average Donmai n Nanme Resol ution Del ay

Average DNRD i s cal cul ated by averaging all DNRDs between authority
servers and recursive servers which here only refers to those

sel ected ones but not all the recursive servers just as nentioned
before. The efficiency of a given DNS zone can be evaluated by its
average DNRD. Specifically, lower the average DNRD i s, better the
efficiency is. Theoretically, when the financial cost is given,
there is at | east one DNS authority server placenent schene making
t he average DNRD be the m nimal.

3.2.2. Mnimzing the maxi mal Domai n Name Resol ution Del ay

M nim zing the average DNRD may shorten the DNRD of a | arge part of
recursive servers but may prolong that of a small part of recursive
servers with a high probability, so this strategy (nanmely M nim zing
t he average DNRD) does inprove the efficiency but nmay not obtain good
fairness. Towards this issue, the goal of authority server placenent
can be transferred frommnimzing the average DNRD into m ni m zi ng
maxi mal DNRD. Then the difference between the | argest and snal |l est
DNRD experienced by recursive servers is mnimzed, which nmeans the
recursive servers get alnost the sane DNRD and thus the fairness is
achi eved.

3.3. Authority server placenment algorithm
3.3.1. Best Efficiency Server Placenent Al gorithm
The input of this algorithmis as foll ows:
1. The data relating to DNS recursive servers:
1). The RTT between potential |ocations of authority servers and
sel ected recursive servers. Here, the RTT data can be obtai ned

t hrough the network neasurenment technol ogy |ike PING or TRACEROUTE
[ RFC4560] .
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2). The average query rate (whose unit can be queries per mnute or
hour) of each recursive servers, which can be obtained fromthe | og
of DNS recursive servers.

2. The data relating to financial cost:

1). The bandwi dth price of each potential |ocation.

2). The electricity price of each potential |ocation.

3). The roomrent price of each potential |ocation.

4). The equi pnrent mai ntenance price at each potential |ocation.

5). The price of one authority server.

6). The total financial budget.

3. The data relating to authority servers:

1). The processing capacity of the authority server, |ike nmaxi mum
QPS of one authority server

2). The processing latency which relates to the QPS of the authority
server.

The output of this algorithmis as foll ows:

1). The potential locations that is selected as the actual |ocation
to place authority servers;

2). The nunber of authority servers placed on each sel ected
authority server |ocation.

3). The recursive servers that each authority server serves.

4). The bandwi dth shoul d be purchased for each actual |ocation of
authority servers.

The net hods used for solving this algorithm

Enuneration can be used to generate the best output; however,
enuneration wll lead to very high conputational conplexity which
make this intuitive idea inpossible.

Some approxi mate optim zation al gorithm such as sinmul at ed-anneal i ng

algorithm [ SA] can be used to obtain an output (that may not be the
best one but we can accept) with a nuch | ower conputationa
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conpl exity conpared with the enuneration. However, the perfornmance
of this kind of algorithnms |ike sinulated-annealing algorithmis not
as good as we expected, thus the inprovenent of such algorithnms is
hi ghly needed.

In fact, the problemof DNS authority server placenent is NP-hard.
For instance, the conputational conplexity of selecting 50 |ocations
from 1000 potential |ocations is about C(1000, 50) which is as |arge
as 10764!

3.3.2. Best Fairness Server Placenent Al gorithm

Best efficiency neans the maximal DNRD is mnimzed. So the object
of this algorithmis to nmake the maxi mal DNRD be as small as possible
on condition that the financial cost does not exceed its upper bound.
The input and output of this algorithmis the same as the above

al gorithm except the optim zation object of this algorithmis to nmake
the maxi mal DNRD be the | owest one. And of course sone approxi mate
optim zation algorithms |ike sinulated-annealing algorithm][SA] can
be used to reduce the conputational conplexity.

3. 4. Di scussi on

Above two server placenent algorithns are applicable for those three
menti oned scenarios. |In the scenario two, only the | ocation of one
part of authority servers but not all needs to be fixed while in
scenario one and three, the location of all authority servers needs
to be fixed. So the algorithmused in scenario two can be seen as
one specific case used in scenario one and three. Specifically,
addi ng some restriction conditions to the algorithmused in scenario
one and three can formthe algorithmused in scenario two. 1In a
word, the input and output of algorithns for these three scenarios
are exactly the sane, though the method of solving server placenent
algorithmin scenario two is a little different fromthat in scenario
one and three.

4. | ANA consi der ati on

Thi s docunent does not call for changes or additions to any | ANA
registry.

5. Security considerations

TBD.
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