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Abstract

Thi s docunent presents a proposal for a multi-purpose CGeneric Control
Protocol (1GCP) for IP based networks. There is a growi ng need for a
generic control protocol framework that can be further custom zed to
specific usage contexts in which certain types of control information
exchange nmessages and behavi or anbng sonme functional entities hosted
by different nodes or devices is desired. For exanple, the grow ng
area of self-managenent, self-organizati on and aut onom c networKki ng

i ntroduces functional entities into the node/device and network
architectures that need to exchange control information in order to

i mpl ement sel f-adaptive behavior by dynam cally configuring and
optim zing the network. In this Draft we capture a nunber of control
nessage exchange types of contexts (semantics) that can be

sel ectively applied in the exchange of control information, which can
formthe basis of a generic control protocol, while at the sane tine
defining the part in the nessage format that can be further

custom zed according to the needs of specific functional entities
designed to use the generic control protocol for exchanging control
information. In this Draft, we present our proposal for such a
generic control protocol, whose nessage format is divided into two
parts: a Common Part and a Generic Data Part. The Comon Part
defines a set of a variety of selectable control semantics (e.qg.
sinpl e one-way control information flow, indications of whether an
acknow edgenent is needed or not, solicitations for information or
push/ pul | behavi ors, negotiations for paraneter val ue settings, etc).
The CGeneric Data Part can be further custom zed and structured
according to sonme specific use case of conveying control information
carried by the Data Part that need to be parsed and used by sone
entities designed to interpret the Data Part according to their own
speci fic custom zation and structuring of the Data Part. W also
gi ve an exanpl e donai n of application of the |GCP, nanely the donain
of autonom c adaptive control of network behaviours, of which we
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illustrate further by providing an exanple Use Case that custom zes
the Data Part of the IGCP for use by special functional entities
residing in different nodes in exchanging information using the | GCP
nmessages.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."”

This Internet-Draft will expire on January 20, 2012.
Copyright Notice

Copyright (c) 2011 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent rnust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.
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1. Requirenments notation
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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2.

I nt roducti on

The Draft proposes a Generic Control Protocol Framework that is
custoni zable for different types of usage contexts (use cases) in
which certain types of control information exchange nessages and
control behavioral semantics anong the involved Functional Entities
hosted by different nodes/devices are required. Being "Ceneric"
means having the follow ng properties:

1. Having a Conmon Part i.e. a Header in the Message Fornat that
defines a set of a variety of control semantics (e.g. sinple one-
way control information flow, indications of whether an
acknow edgenent is needed or not, solicitations for information
or push/pull behaviors, negotiations for paraneter val ue
settings, etc). The control semantics are neant to be diverse
and sel ectable by functional entities exchangi ng control
nmessages.

2. Having a Ceneric Data Part as payload part of the Message For mat
t hat can be custom zed and further structured according to the
identified requirenents for control conmunication between two or
nore types of Functional Entities that need to parse and
interpret the Data Part in their own way custom zed for them by
desi gn.
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3.

Pr obl em St at enent

The trend in designing protocols for control information exchange
between two or nore functional entities residing in different nodes/
devices in the network has often resulted in control protocols that
are specific only to the needs of the functional entities involved.
Mul ti ple control protocols exist today and yet share very simlar
control semantics and in nost cases they are difficult to extend or
apply for other requirenents for control semantics introduced by the
evol ving networki ng paradigns. Different types of a variety of
control semantics are often used to design a control protocol, such
as (1) sinple one-way control information flow with or w thout
requi ri ng acknow edgenent of receipt of information by the receiver;
(2) solicitations for information or push/pull behaviors by the
functional entities involved; (3) negotiations by the entities

i nvolved in the process of perform ng paraneter val ue settings, etc).
Sone functional entities in network nodes/devi ces need to exchange
control information in order to inplenent adaptive network behavi or
and dynam c network configuration and optim zation that is co-

ordi nated by the functional entities collaboratively. Such
functional entities can be an application, protocol or sone other
type of an entity that conmuni cates with other peer entities hosted
by ot her nodes/ devi ces.

In the emergi ng networking paradi gns, the grow ng area of self-
managenent, self-organization and autonom ¢ networking introduces
functional entities into the node/device and overall network
architectures that need to exchange control information in order to

i npl emrent adaptive network behavi or and dynam ¢ network configuration
and optim zation that is co-ordinated by the functional entities

col l aboratively. Such functional entities can be, for exanple,

di stri buted nmanagenent conponents playing the role of "m cro-manager
el enents” enbedded in two or nore nodes/devices, which co-operatively
work together to realize distributed nanagenent and adaptive contr ol
of resources such as protocols, stacks and nechanisns. This because
sone degree of intelligence can be introduced or enhanced within a
network elenent e.g. a router by introduci ng enbedded "m cro- manager
el enents” that nonitor events reported by local entities such as
protocols (for exanple by accessing a nmanagenent M B(s)) and react by
adaptively provisioning resources or regulating the behavi our of the
managed protocols in order to fulfill sone objective (e.g. reducing

t he amount of control traffic transmtted by the network el enent).
This means the "m cro-manager el enments” configure, apply policies,
noni tor and dynam cal |y adapt the behavi our of the Managed Entities
(MEs) such as protocols, stacks and nechanisns. The "m cro- nanager

el enents" can be devel oped to operate at a | evel of abstraction that

i s above protocol stacks and nechani sns of a device, since such a

| evel of abstraction does not necessarily require changes to existing
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protocols. Such m cro-manager el enments can be perceived as

" Deci si on- maki ng- El enents" controlling (regulating) or managing (in
general sense) sonme aspects of a node/ device and protocols since the
control-plane is viewed as a kind of horizontal extension of the
managenent plane within the network itself, outside of the notion of
the vertical managenent plane that involves managenent systens. The
"m cro-manager elenments” may require the ability to performthe
foll owi ng operations: (a) Negotiating the way their assigned Managed
Entities (MEs) e.g. Protocols, Stacks and mechani snms of the node/
devi ce, should be configured or dynam cally re-configured. The need
to negotiate configuration settings e.g. paraneter val ue settings
applies to the case where there is no need to involve a centralized
coordinating entity (e.g. Network Managenent Systen), and so the
peer "manager el enments" in nodes/devices need to self-organize
certain aspects of the network e.g. the way sonme protocols nust
behave according to sone policies. (b) Soliciting for Capabilities of
t he peer manager elenent or nmultiple peers based on the features
supported by their associated MEs(i.e. capabilities of the nmanaged
protocol s, stacks and nmechani sns--managed resources). (c) Self-
Advertising Capabilities of functional entities such as a node/device
as a whole to peer "manager el enents” hosted by devices on the |ink,
or to selected peers by policy. (d) Exchanging Trust rel ated
information/data. (e) Exposing "Views" to peer "nmanager elenents",
such as detected incidents, m sbehaviors, etc, which can be used by
t he peers for adaptive (re)-configuration of their associated MEs.
(f) Requesting for "Views" from peer "manager el enents".

A Ceneric Control Protocol Framework that is extensible, and defines
a set of a variety of control semantics that can be selectively used
by functional entities intending to conmunicate or exchange contr ol
information, if defined for IP networks, would serve as a "multi-
pur pose” Generic Control Protocol in IP based netwrks and woul d
cost-effectively ease the devel opnment of adaptive behavi ours of

di verse types of functional entities. An exanple of a control
protocol that exists today that enabl es nodes/devices in |IP networks
to comuni cate to each other sone control information and is
extensible is ICOWv6. A nunber of proposals have enmerged recently,
regardi ng informati on shari ng between nodes/devices. For exanple in
[ RFC4620] two nessages are defined: Node Information Query and Node
Informati on Reply, but they are designed to be used only for

di scovering i nformati on about nanes and addresses. | CMPv6 nessages
are subdivided into two cl asses: Error nessages and I nformation
messages. |1 CVMPv6 (like a nunber of |Pv6 protocols) offers sonme room

for Extensibility depending on the need for exchangi ng Control

Rel ated I nformation and/ or Use Case Context in which sone Extension
is required to the base | CMPv6 protocol. Therefore, |ICVWPv6 offers a
base for developing a Generic "nulti-purpose” Control Protocol as an
Extension to | CvPv6. But, de-coupling the generic control protocol
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frombeing an explicit extension to | CMPv6, neans the generic multi-
pur pose control protocol could be devel oped as a standal one protocol
that can be used in both IPv4 and | Pv6.

Proposal in brief (nore details are provided in the next sections):
An | P based Generic Control Protocol (1 GCP) Framework that is

custom zabl e to specific usage contexts in which certain types of
control information exchange nessages and control behavi oral
semanti cs anong sonme Functional Entities hosted by different nodes is
desired. Being "Ceneric" means having the followi ng properties: 1
Havi ng a Common Part i.e. a Header in the Message Format that defines
a set of a variety of control semantics (e.g. sinple one-way control
information flow, indications of whether an acknow edgenent is needed
or not, solicitations for information or push/pull behaviors,
negoti ati ons for paranmeter value settings, etc). The control
semantics are neant to be diverse and sel ectabl e by functional
entities exchangi ng control nessages. 2. Having a Ceneric Data Part
as payl oad part of the Message Format that can be custom zed and
further structured according to the identified requirenents for
control comruni cation between two or nore types of Functional
Entities that need to parse and interpret the Data Part in their own
way custom zed for them by design. The Data field nmust be left to be
custom zed and defined according to the specific needs of specific
types of functional entities that need to exchange control

i nformati on.

Later, at the end of the Draft, we also give an exanpl e domain of
application of the I GCP, nanely the donmain of autonom c adaptive
control of network behaviours, of which we illustrate further by
provi di ng an exanpl e Use Case that custom zes the Data Part of the
| GCCP for use by special functional entities residing in different
nodes in exchanging information using the | GCP nessages.
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4.

4.

The Proposed Sol ution (1 GCP: | P-based CGeneric Control Protocol) and
its application (Usage Scenari 0s)

For all the requirenments for control information exchange listed in
the probl em statenent, we propose to introduce sone generic | GCP
nmessages that can be used by different types of functional entities
requi ring conmunicating with each ot her across nodes/devices. The

| GCCP header consists of the first part that can be used for different
pur poses as allowed by the fields defined later in this draft, and a
Data part. The Data part can be further structured according to the
identified requirenents of different types of functional entities
that need to exchange control information. W propose that the Data
field be left to be custom zed and defined according to the specific
needs of specific types of functional entities that need to exchange
control information. An exanple of how the Data field can be
custonmi zed for a particular Use Case Scenario of the I1GCP is
presented | ater.

Generating an | GCP nessage/ packet
Entities generating an | GCP packet (e.g. DEs) should reason about:
1. \Wen to generate the | GCP packet.

2. The IP addressing for the | GCP packet: Unicast, Milticast or
Anycast .

3. The required forwardi ng behaviour for the | GCP packet. In |Pv6,
this may involve selectively conbini ng Hop-By-Hop Opti ons Header;
Routing Header (this may require a new Routing-Type to be added to
exi sting ones to support this behaviour), and/or Destination Options
Header whenever applicable now and in the future evolution of |Pv6.

4. In 1 Pv6 networks, Neighbor Discovery (ND) protocol events may be
used as triggers to the generation of an | GCP packet e.g. an entity

that coul d | everage Nei ghbor Discovery related events may |listen for
such events and generate an | GCP nessage to sonme other peer entities
in other nodes/devices in order to send information or update peers.
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5. Conventions used in this docunent

In the future revision.
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6. Message type and format for | GCP

We propose three types of generic | GCP nessages for addressing the
requi renents outlined earlier in the problem statenent, nanely:
({I'nformation Request}, {Information O fer} and {Information
Recei pt ACK}) and two nessages for addressing the need for

"negoti ations" discussed earlier in the probl em statenent
({Negotiation Ofer}, {Negotiation Reply}).

The nessages are of a somewhat a simlar category to infornational
nmessages defined by | CVPv6.

6.1. |1GCP Informati on Exchange Messages

In [RFC4620] two nessages are defined: Node Information Query and
Node I nformation Reply, but they are designed to be used only for

di scovering informati on about nanes and addresses. W propose three
new types of | GCP nessages for facilitating the exchange of generic
control information: {Information Request}, {Information Ofer} and
{Informati on Recei pt ACK} nessages, that share the sane general fornmat
present ed bel ow Figure 1.

0 1 2 3
01234567890123456789012345678901
B i S T T T i S i e S i S S
Type | Code | Checksum |
B i e o T T e e R s it sl ST S T i S S e S e i T 2
Sender _1d | Recei ver _Id |
L e e et o S NI R NI I S S S R R I S S i NI R R e i e
Goup_Id | I nfoType | Fl ags
T i S S S i S S S S N S S i S S i i ik SN

+

+-

+-
I
+-
I
+-
I
+-
I

/ Dat a
I

+-

|
+
|
|
R o o o T i i S S S S e o i ol st SERE R
Figure 1. Information Request/ O fer/ Recei pt ACK Messages.

Type
| GCP nessage type.

Code
For Information Request it can be used to further distinguish
bet ween different categories of information: capabilities of a
functional entity e.g. a node/device , views regarding incidents
and policies, etc.
For Information O fer:
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* 0 - Indicates that a confirmation is needed (the receiver
shoul d send an Informati on Recei pt ACK nessage in response to
this Information Offer nessage). It neans that the Information

O fer nmessage is not a response to an Information Request, but
that the push nodel is being used instead.

* 1 - Indicates a successful reply to an Information Request
nmessage.
* 2 - Indicates that no confirmation is needed (no Informtion

Recei pt ACK nessage shoul d be sent in response).

* 3 - Indicates that the receiver of an Information Request
nmessage refuses to provide the requested information (mybe
because of prohibiting |ocal policies)

* 4 - Indicates that the InfoType field is unknown to the
responder or the Data field could not be decoded accordingly to
the InfoType field.

For I nformation Recei pt ACK:

* 1 - Indicates that the informati on was successfully received
and processed.

* 3 - Indicates that the InfoType field presented in the
Information Offer is unknown to the responder or the Data field
coul d not be decoded accordingly to the InfoType field.

Checksum
| GCP checksum

Sender | d
A 16-bit field used to identify the sender functional entity. The
identifier nust be unique anong all the functional entities inside
a node since there can be nmultiple types of a functional entity
i nside a node/device that use the | GCP, each type of which
requires its own custonm zed use of the Data Part of the | GCP.

Recei ver _Id
This fieldis simlar to the Sender Id, but it is used for
identifying the receiver inside the node/device.

Goup_Id
There can be a case when an | GCP nessage is of interest to nore
t han one functional entity inside a node. For that purpose we
envision that different groups of interest can be set up, and
different functional entities inside the node can be part of a
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specific group. This field should be used for identifying the
group of functional entities for which the nessage is addressed.
I Ds and Group-1D need to be discovered, say in a simlar fashion
to the way Nei ghbor Discovery (ND) in |IPv6 works.

I nfoType
A 16-bit field that indicates the type of information requested in
an I nformati on Request or supplied in an Information Ofer. |Its

value in a reply should be always copied fromthe correspondi ng
recei ved nessage (for an Information Ofer with code different
fromO it should be copied fromthe correspondi ng | nformation
Request nessage and for Information Recei pt ACK it should be copied
fromthe Information O fer nmessage). The Information types need
to be further researched.

FI ags
There are specific flags for each InfoType defined for Information
Requests or Ofers. Wen no flags are defined for a given
InfoType, this field nust be zero on transm ssion and ignored on
reception, and nmust not be copied froma Request to a Reply. An
exanpl e of how the flags can be used is presented |ater on.

Dat a
We propose to keep the data field as "generic" as possible. The
Data field nust be left to be custom zed and defined according to
t he specific needs of specific types of functional entities that
need to exchange control information (e.g. different types of
functional entities called Decision Elenents (DEs) in the case of
a GANA based network described in [ Chaparadza- Fl A- Prague2009]).
An exanple of how the Data field can be used is presented later in
this draft.

The nessages descri bed above provide just the basic fields that can
be used by any functional entity intending to exchange contr ol
information. The Data part of the nessage can be custom zed to have
different fields and structure according to the specific needs of the
functional entities involved in the information exchange process.

The structure of the Data field is determ ned by the value of the

I nfoType field.

The I nformati on Request nessage is used for requesting different
types of information such as capabilities of functional entities

(i ncluding protocols and nechani sns), "Views" (e.g. regarding
incidents in the network or link state) etc. The Information Ofer
nmessage is primarily nmeant to be sent in response to an Information
Request nessage, but there are cases when the push nodel needs to be
used and then the targeted functional entity could send directly an
Informati on O fer nessage. The sender of an Information Ofer
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nmessage can choose to request an acknow edgnment or not by using the
Code field inside the nessage. |If an acknow edgnent is required then
the receiver of the Information O fer nmessage nust construct and send
an I nformation Recei pt ACK nessage.

6.2. | GCP Negotiation Messages

The {Negotiation O fer} and {Negotiation Reply} nessages have the
same structure presented as in Figure 2.

0 1 2 3
01234567890123456789012345678901
B T T i S i S S T it s T i S S S S S
| Type | Code | Checksum |
B il ais S I o T i ot S S I Y S S S S it o
| Sender _1d | Recei ver _Id |
e i R S e e e el I S R R R R e S il I R S R R R R
SeqNum |
B i S T T T i S i e S i S S
Goup_Id | NegType | Fl ags |
B i e o T T e e R s it sl ST S T i S S e S e i T 2

|

+-

|

+-

| Sessi onl d | Reser ved |
i S S i T S it SR I SR S S i SR S SR S S
|

/

|

+-

|
Dat a /
I
+

B i i o i T I e e I S it T S e o
Figure 2: Negotiation Ofer/Reply Messages.

Type
| GCP nessage type.

Code
Not used set to O.

Sender _1d
A 16-bit field used to identify the sender functional entity. The
identifier nmust be unique anong all the functional entities inside
a node since there can be multiple types of a functional entity
i nsi de a node/device that use the | GCP, each type of which
requires its own custom zed use of the Data Part of the | GCP.

Recei ver Id

This field is simlar to the Sender Id, but it is used for
identifying the receiver inside the destination node/ device.
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SeqNum
The 32-bit sequence nunber of the negotiation nessage inside a
negoti ati on session. This field is inmportant for mapping a
Negotiati on Reply nessage to the correspondi ng Negotiation Ofer
Message. |Its value nust be set by the sender in a Negotiation
O fer nmessage and shoul d be copied by the receiver into the
Negoti ati on Reply nessage.

Goup_Id
There can be a case when an | GCP nessage is of interest to nore
than one functional entity inside a node. For that purpose we
envision that different groups of interest can be set up, and
different functional entities inside the node can be part of a
specific group. This field should be used for identifying the
group of functional entities for which the nessage is addressed.

NegType
Negotiation Type is a 16-bit field that indicates the negotiation
protocol used for the current negotiation session. Its value is

set in the Negotiation Ofer nmessage by the initiator of a
negoti ati on session and nust remai n unchanged during the whole
sessi on.

Fl ags
There are specific flags for each NegType defined for Negotiation
O fer or Negotiation Reply. Wen no flags are defined for a given
NegType, this field nust be zero on transm ssion and i gnored on
reception, and nmust not be copied froma Request to a Reply.

Sessionld
An 16-bit field used to identify the nessages that correspond to a
negoti ati on session. Its value nust be set up by the initiator of

t he negotiation session and this value nust remai n unchanged
during the whol e session.

Reser ved
16 bits of reserved space

Dat a
Negot i ati on dat a.

The Negotiation Ofer and Negotiation Reply nessages (Figure 2)
presented in the previous section are neant to be generic nessages
for facilitating the negotiation process between two or nore
functional entities. They provide the basic fields that may be
required during the negotiation. The Data field should be used for
carrying the additional information necessary in a specific case of
negoti ati on. The negotiation process could be done in nore than one
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step, as illustrated in Figure 3.

Functi onal Functi onal
Entity 1 Entity 2
| |

| Negotiation O fer 1

| oo >
| Negoti ation Reply 1 |
| <o |
I I
| o |
| Negotiation O fer 2

| oo >
| Negoti ati on Reply 2 |
I e

Figure 3: Negotiation Process.
The negotiation process can be based on a sinple nmechanismlike in

the case of HITP content negotiation [ RFC 2616], [RFC 2295] or nore
sophi sticated negotiation algorithns may be devel oped when necessary.
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7. Considerations of Usage in |IPv4 Networks

Fragnent ati on support discussion in future revision.
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8. Security Considerations

In the future revision.
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9. | ANA Consi der ati ons

In the future revision.
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Appendi x A. Exanple domain of application of | GCP: The grow ng concept
of Sel f-Managenent and Adaptive Control

A. 1. The growi ng concept of Self-Managenment and Adaptive Control

Sel f - Managenent and Adaptive Control is a new grow ng concept for
networks in which so-called Autonom c Manager Entities (i.e.

Deci si on- maki ng- El enents) are introduced into the node/device
architectures and the overall network architecture (refer to Figure 4
and Figure 5). The manager entities are required for "autonom cally"
configuring and controlling i.e. regulating and dynam cally adapting
t he behavi our of network protocols and nechani sns by setting and re-
setting paraneters(variables) i.e. invoking managenent operations (in
general ) exposed by the "managenent interfaces” of the individual
protocol s and nechani sns based on sone dynam c views anal yzed by the
manager entities. Such views can be goals and policies governing the
way the protocols, stacks and nechani sns shoul d be configured and
adaptively adjusted, or incidents observed and processed by the
manager entities. Autonom c managenent and control as the paradi gm
may be called ains at automating nmanagenment operations/functions
while at the sane tinme ensuring self-adaptation of individual systens
and the network through interacting control-I1oop structures designed
to operate at various levels of abstraction of functionality. The
notion of "control" is associated with a conbination of "observing,
supervi si on/ regul ati ng/ adapti ng behavi our of managed entities i.e.
sonmething a controller fromcontrol -theory does.

The manager entities need to be able to communicate with each ot her
sone control types of nessages depending on their co-operative goal
as discussed later in this draft. W shall refer to the Autonom c
Manager Entities as Decision-Mking-Elements. Recently, an exanple
of an evol vabl e, standardi zable architectural Reference Mdel for

Aut onomi ¢ Net wor ki ng and Sel f - Managenent w t hi n node and network
architectures, dubbed the Generic Autonom c Network Architecture
(GANA), has energed [ EFI PSANS] [ Chaparadza-| EC-v60-Dec2007]. The
concept of Autonomcity - realized through control-loop structures
operating wi thin network nodes/devices and the network as a whole, is
an enabl er for advanced and enriched self-manageability of network
devi ces and networks. A central concept of GANA is that of an

aut onom ¢ Deci si on- Maki ng- El enent ("DMVE" or sinply "DE" in short-for
Deci sion Elenent). A Decision Elenment (DE) inplenents the | ogic that
drives a control-1oop over the "managenent interfaces" of its

assi gned Managed Entities (MES) e.g. protocols, stacks and

mechani snms.  An advanced Deci si on- maki ng- El enent (DE) may exhi bit
cognitive behaviour. Therefore, in GANA self-* functionalities such
as self-configuration, self-healing, self-optimzation, etc, are
functionalities inplenmented by a Decision Elenent(s). The "generic
nature” of GANA lies in the definition of the interfaces and their
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fundamental operations that need to be supported by a Decision

El ement, the interconnection and relations anong the DEs w thin node
and network architectures, as well as the assignnment of the types of
Managed Entities (Mes) that are managed by their associ ated DEs,

i ncl udi ng the fundanental operations that nust be supported on the
managenent -i nterfaces of the individual MES. In

[ Chapar adza- | EC-v60- Dec2007] different types of "instantiation" of
GANA for autonom c network managenent and adaptive control of
protocols for different types of network environnments are
illustrated.

The Generic Autonom ¢ Network Architecture (GANA)

[ Chapar adza- | EC-v61- Dec2008] i ntroduces "autonom c nmanager
conponent s/ el ements” known as Deci si on- Maki ng- El ements (DMES or in
short - DEs) nmeant to operate at four different abstraction |evels of
functionality. These "autonom ¢ manager conponents” are desi gned
follow ng the principles of "hierarchical", "peering”, and "sibling"
rel ati onshi ps anong each other within a node or network. NMbreover,

t hese conponents are capable of perform ng autonom c control of their
associ at ed Managed-Entities (MEs), as well as co-operating with each
other in driving the self-managi ng features of the Network(s).

In GANA, four basic hierarchical |evels of abstractions for which
DEs, MEes, Control-Loops and their associ ated dynam c adaptive
behavi ours can be designed (refer to Figure 4 and Figure 5). The
| evel s of abstractions are as foll ows:

o Level-1: protocol-level (the |Iowest |evel) by which self-mnagenent
is associated with a network protocol itself (whether nonolithic or
nmodul ar). This applies to those kinds of protocols that need to
intrinsically enbed control-1oops simlar to the type of control -

| oops enbedded in TCP or OSPF. There is grow ng opinion, however,
that future protocols need to be sinpler (i.e. with no decision |ogic
enbedded) than todays protocols which have becone too hard to nmanage
due undesired energent behavi our during operation and interaction
with other protocols. This neans, there is a need to rather

i npl ement decision logic at a | evel higher (i.e. outside the

i ndi vi dual protocol s)[Refer to sources such as CONMan

[ Bal | ani - Franci s- ACM SI GCOMM vol 37], 4D [ Greeber g- ACM SI GCOMM vol 35],
etc.]

0 Level -2: the abstracted function-level (directly above the
protocol (s)-level) that abstract sone protocols and nmechani sns
associated with a particular function e.g. routing, forwarding,
nmobi ity managenent, etc-whereby we can reason about autonom c
routing (see exanple instantiation of GANA for realizing autonomc
routing in [Retvari-MACE2009]), autonom c forwardi ng, autonom c
faul t - managenent, autonom c configuration managenent;
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o Level-3: the level of the node/device s overall functionality and
behaviour i.e. a node or systemas a whole is al so considered as
| evel of self-mnagenent functionality;

0 Level-4: the level of the network’s overall functionality and
behavi our (the highest level). The figure below (Figure 4)
illustrates that at node/system | evel of self-nmanagenent (autonom c)
properties, the |lower |evel Decision-Mking-Elenents operating at the
| evel of abstracted networking functions becone the Managed-Entities
of the mai n Decision-Mking-El enment (DVE) of the system (node). This
means the node’s main DME has access to the "views" exposed by the

| ower level DVEs and uses its overall know edge to influence
(enforce) the lower level DMVEs to take certain desired decisions,
which may in turn further influence or enforce desired behaviours on
their associ ated Managed-Entities, down to the | owest |evel of

i ndi vi dual protocol behaviour. A "Sibling" relationship sinply neans
that the entities are created or managed by the sane upper |evel

Deci si on- Maki ng- El ement ( DVE/ DE) .
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Node X Node Y
i + g +
I I I I
| Cbj ectives, Policies] | Cbj ectives, Policies |
| froma higher |evel| | froma higher |evel |
| (Network-Level -DE) | | (Network-Level - DE) |
I | | | I I | | | I
I | | | I I | | | I
| +----- VVV------ +| | +----- VVV------ + |
|| Main Decision | Peers| Main Decision | |
[ ] El enent of the |<--->| El enent of the |<----------- + |
|| Node (Node-DE) || || Node (Node-DE) | | |
| +--mmmmme e +| | +--mmmmme e + I I
I I I I I \Y I
[+-----mmmm e - - +| [+-----mmmm e - - + Fom e e e +|
| | Decision Elenent || | | Decision Elenent | | Deci si on El enent | |
|| of an abstracted | Peers| of an abstracted | | of an abstract ed]
|| Network Function |<--->| Network Function |<->| Network Functi on|
|| e.g. Routing- | ] || e.g. Routing- | | | e.g. QS | ]
|| Managenent - DE | ] || Managenent - DE | | | Managenent-DE |
[+-----mmmm e - - +| [+-----mmmm e - - S I R +|
I I I I I +_ I
[+----mm e - - +| [+----mm e - - + \ |
| | Decision Elenent || || Decision Elenment | Exanple Interaction|
|| intrinsic to a |Peers| intrinsic toa | between Sibling |
|| Routing Protocol |<---> Routing Protocol | Decision Elenments |
| | e.g. OSPF | | | | e.g. OSPF | |
R +| R + |
o ee e e + o +
Figure 4: Hierarchical, Peering, Si bl i ng

Rel ations and Interfaces of DEs in GANA.
This nmeans that the entities having a sibling relation can still form

ot her types of peer relationship wthin the autonom c node or with
other entities hosted by other nodes in the network, according to the
protocol and communi cati on needs defined for their needs to

conmuni cate with other DEs.

The GANA Level -4 i.e. | evel

the "network-1level" represents the | ast

of autonomcity i.e.

t he hi ghest

| evel

of self-

manageabi l ity

(determ ned by some associ ated control -1 oops for autonomcity).

There may exist a logically centralized network-I|evel

Deci si on-

Maki ng- El ement (s) or the kind of DEs proposed in the 4D network
architecture [ G eeberg- ACM SI GCOVW vol 35] bel onging to an isol ated
"overl ay decision cloud" outside the nodes/devices (refer to

Figure 5),
obj ectives, goals or
Chapar adza, et al.

whi ch is considered to know (through sone neans) the

policies to be enforced by the whol e network.
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The objectives, goals or policies may actually require that the main
(top-level) DMEs of the nodes of the network that are covered by the
logically centralized network-1evel DME(s) in the "overlay decision
cl oud", export "views" such as events and state information to the
logically centralized DME(s). This may happen in order for the
logically centralized DVE to influence or enforce the DVES of the
nodes to take certain desired decisions follow ng specific network
policies that may in turn have an effect of inductive decision
changes on the |l ower |evel DVEs of individual nodes/devices i.e. down
to protocol |evel decisions. A distributed network-|evel control-

| oop may be inplenented foll ow ng the above set-up, while another
case of inplenenting a distributed control-loop would involve the
mai n Deci si on- Maki ng El enents of nodes/devi ces working co-
operatively to self-organize and manage the network w thout the need
or intervention of a "specially instrunented” logically centralized
hi gher | evel network-1evel DME(sS) in an isolated "overlay decision
cloud". Such a logically centralized network-Ilevel DVE(s) woul d be
meant to manage the whol e network and should be hosted in a speci al
machi ne(s) whose resources are only dedicated to network state data
anal ysis, data m ning and nmanagenent operations that nust work in
har nony wi t h aut ononous sel f- managenent at node-I|evel down to the
protocol -l evel. The second case inplies that the nodes/devi ces need
to be designed in such a way as to have the possibility for the
nodes/ devi ces thensel ves to self-organize and perform"intrinsic"
managenent and control -which can only be achieved to a certain extent
due to resource Iimtations of the nodes/devices and the probl em of

| onger convergence tinme with sone distributed deci sion-naking
algorithms. Al DEs froman stack with a "vertical view' and a
“horizontal view' of interfaces and interworking with each to form

t he Deci sion-Plane of the network. The vertical view would replace
inthe long term the traditional Minagenent Pl ane.

In the GANA Ref erence Mbdel:

o Lower | evel DEs expose "views" up the Decision Plane, allow ng the
upper (slower) control loops to control the |ower |evel (faster)
control -1oops (lower |evel DES).

o Changes conputed in the upper DEs inplenmenting slower Control -
Loops are propagated down the DE hierarchy to the Functions-Level
DE(s) inplenmenting the faster control -1 oops that then arbitrate and
enforce the changes to the | owest | evel Managed Entities (protocols
and nechani sns).

In [Retvari-MACE2009] an instantiation case for autonom c managenent
and control of I1Pv6 routing protocols and nechanisnms is illustrated.

The GANA Ref erence Mddel can be viewed as a holistic architectural
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Ref erence Model for autonom c network engi neering and self-
managenent. It is holistic in the sense of the four basic |evels of
abstraction of functionality at which "inter-working nested control -
| oops for self-managenent” can be introduced. Mdreover, it is nmeant
to al so address what may sinply be called "intrinsic nmanagenent
control and within a node/device and col | aboratively anong network
devi ces" as well as depicting "boundaries and constraints” for this
type of intrinsic managenent and control. This neans that the issues
that require centralization of sonme of the autonom c deci sion-making
processes of the network shoul d be captured and defined by such the
GANA Reference Mddel. In addition, appropriate interfaces of the

ki nd of Network- |evel Decision Elenents (DEs) that take care of the
sophi sticated centralized deci si on-maki ng- processes nust be defined
by GANA. Network-Level DEs nust allow for sone "network-intrinsic
managenent and deci si on- maki ng- processes” to take place harnoni ously
at a lower level within the network nodes/devices thenselves. In
GANA, Network-1evel DEs, which inplenent the "slower control-| oops”
need to interact wwth the I ower |evel (Function-Level DEs) that

i mpl ement "faster control-loops” within the nodes/devices. W refer
the reader to [ Chaparadza-Fl A- Prague2009] for nore information on the
subj ect .

DEs operating at a certain |level within GANA hierarchy of DEs may
need to exchange control information, as described in the next
section.

A.2. The need for a multi-purpose Generic Control Protocol in IP based
net wor ks

In | P-based node and network architectures that introduce such
manager entities that need to exchange different types of control
nmessages for the purposes outlined below, there is a need to

i ntroduce a generic control protocol in order to address the

requi renents outlined below. The protocol (I1GCP) should capture the
parts that nust be generic in the types of nessages while identifying
the itens that nust be mandatory in those types of nessages. | CGCP
can be used by any entities of a node that require to exchange
control nessages, not just Manager Entities (i.e. DES) presented by
t he GANA Ref erence Model .

In the case of Manager Entities such as the GANA DEs, residing in two
or nore nodes/devices, the entities may require the ability to
performthe foll ow ng operations:

(a) Negotiating the way their assigned Managed Entities (MEs) e.qg.
Protocol s, Stacks and mechani sms of the node/ device, should be
configured or dynamcally re-configured. The need to negotiate
configuration settings e.g. paraneter value settings applies to the
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case where there is no need to involve a centralized coordinating
entity (e.g. Network Managenent Systen), and so the peer "manager

el enents” (i.e. DEs) in nodes/devices need to self-organize certain
aspects of the network e.g. the way sone protocols nust behave
according to sone policies.

(b) Soliciting for Capabilities of the peer manager elenent (DE) or
mul ti pl e peers based on the features supported by their associ ated
MEs(i.e. capabilities of the managed protocols, stacks and
nmechani sms- - managed resources).

(c) Self-Advertising Capabilities of functional entities such as a
node/ devi ce as a whole to peer "manager elenents"” (DEs) hosted by
devices on the link, or to selected peers by policy.

(d) Exchanging Trust related information/data. This could be done by
t he Node DE (autonom cally manages and controls the behavi our of the
whol e node) or also at |lower level DEs within the node/device.

(e) Exposing "Views" to peer DEs, such as detected incidents, m s-
behavi ours, etc, which can be used by the peers for managi ng the
(re)-configuration of their associated MEs.

(f) Requesting for "Views" from peer DEs.
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------ [ \--------] \------
_____ / \----
+----/ T e + \--
+---+ | O her Network-Level - DEs | \ -
+- -+ +- - | \
+-+ | o m e e e e e aooooo- + +-
| Net wor k- Level - | -+
+ +- - QoS- Managenent - DE | <------ + | -
+- | o e e e e e e e e e o m - + | -+
+- - | Net wor k- Level - | <--------- + --/
N Rout i ng- Managenent - DE | ---/
L e i + ----
| L /
| \--/ \---/
I
Node X | Node Y
S V ocemeee e e oo + g +
I + | I + |
| | Decision Elenment of | | | | Decision Elenment of | |
| | the Node (Node-DE) |<------------- >| the Node (Node-DE) |
| +----mmm - + | | +----mmm - + |
| | | | | |
I + | I + |
| | Decision Elenment of | | | | Decision Elenment of | |
| | an abstracted | | | | an abstracted | |
| | Network Function | <-----memem-- > Network Function | |
| ] e.g. Routing- | ] | ] e.g. Routing- | ]
| | Managenent - DE | | | | Managenent - DE | |
I + | I + |
I I I I I I
I + | I + |
| | Routing Protocol(s) | | | | Routing Protocol (s) |
| ] and Mechani sns | ] | ] and Mechani sns |
| | of a node | <------------- >| of a node | |
| | e.g. OSPF | | | | e.g. OSPF | |
I + | I + |
o e e e e e e e e + o e e e e e e e e +

Figure 5. DEs communi cating using | GCP.

A. 3. Exanple Custom zation of the Data Part of | GCP and Use Case
Scenario of the I GCP Information Exchange Messages

IGCP is meant to be used by any functional entities intending to

exchange control nessages for any of the requirenents outlined
earlier in the problemstatenent. Here we focus on one exanple of a
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usage case of IGCP. In the follow ng paragraphs, we give a concrete
exanpl e of how the Information O fer nessage can be used for
exchangi ng control information by two GANA DEs residing in different
nodes/ devi ces. Here, we focus on the

FUNCTI ON_LEVEL_ROUTI NG_MANAGEMENT_DEs (FUNC _LEVEL_RM DEs) t hat,
according to the GANA Model, are sitting on top of their Managed
Entities (MEs) i.e. the routing protocols and nmechani sns of a node/
devi ce and use specially custom zed nessages to comruni cate with each
ot her across nodes/devices. In [Retvari-MACE2009] where an

instanti ation case for autonom c nanagenent and control of |Pv6
routing protocols and nechanisns is illustrated, it is argued that
deci sion logic designed to operate outside and at a | evel of
abstraction above protocols enables such instrunmented decision |ogic
to configure and dynami cally adapt the behavi our of protocols based
on information about the network and its goals that is not known or
avai l abl e to the individual protocols nanaged by such decision |ogic.
Therefore, Function-Level - Routi ng- Managenent - DE (FUNC _LEVEL RM DE)
inside a node is responsible for autonom c managenent and control of
t he routing protocols and nmechani sns of a node by orchestrating the
routing protocols, configuring themand applying policies, as well as
listening for context changes and incidents and adapting the protocol
behaviours. In order to efficiently, autonom cally manage and
control the Managed Entity (ME) e.g. the OSPF protocol based on
context changes and incidents, by setting and resetting sone
paraneters such as those defined by the Managenment | nformation Base
(MB) for the target protocol e.g. Tinmers and |Iink-weights in OSPF
FUNC LEVEL RM DEs in different nodes/devices in the network need to
exchange control information. They need to encapsul ate the control
information into the Data field of the previously described nessages.
For this exanple case of control information exchange according to
the requirements presented earlier, three nessages fromthe point of
vi ew of the custonmi zable Data Part of an | GCP nessage, are introduced
and their structure and fields are described bel ow.

Therefore, we illustrate how the Data field can be specially tailored
i.e. custom zed for exchanging link state information that
conplenents link state information exchange intrinsically built into
OSPF. The FUNC LEVEL_RM DE of a router is responsible for

aut onom cal |y managi ng and controlling the behaviour of all the
routing protocols and nechani snms of the device e.g. OSPF (refer to
[ Retvari - MACE2009], [ Chapar adza- FI A- Prague2009] for nore detail ed
informati on on the description of the FUNC LEVEL RM DEs). The
adaptive control is realized in a distributed manner as the

FUNC LEVEL RM DEs residing on different routers exchange information
in order to take the nost appropriate decisions for the overal
network, such as how to adjust OSPF' s tiners to control the
convergence or use FRR (Fast-Re-Route) to protect destroyed paths.
Three ki nds of nessages that custom ze the Data Part of the | GCP are
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introduced for facilitating the information exchange between
FUNC LEVEL RM DEs and their structure is presented bel ow.

The reason why the DEs need to exchange the same types of nessages
that are exchanged by OSPF is that DEs nust detect the state of the
network in advance. The FUNC LEVEL_ RM DE is a kind of controller of
OSPF, so it nust discover the change of the network before OSPF and
deci de how to adjust OSPF' s running status. Using the sanme types of
nmessages is for the consistency with OSPF. The FUNC LEVEL_ RM DEs
shoul d di scover the failure of the |ink/node before OSPF finds it and
decide what to do with the failure. For exanple, when a link in the
network is disconected, the DEs will discover the failure first
because of nuch hi gher hello sending frequency. |If the DE does
nothing wwth the failure, OSPF will discover and handle the failure
in nore than 30 seconds, and that is not acceptable if the broken
link has a high inmportance. Rather, the DE will adjust the tiner so
that OSPF wi |l becone nore sensitive and discover the failure soon,
so the failure will be recovered in an acceptable tine. At the sane
time, DEs should acquire and keep the sanme cognitive know edge
concerning the network as the OSPF so that they will be able to spot
a failure and nake a protective renedi ati on decision. Fromthe above
we can conclude that DEs need to run a simlar protocol as OSPF to
detect the state of the network by exchangi ng the sane types of
nmessages that are exchanged by OSPF. The difference is that DEs send
hell o messages with a nmuch hi gher frequency to be nmuch nore sensitive
t han OSPF.

The reason why the FUNC LEVEL RM DEs do not use BFD (Bi-directiona
Forwar di ng Detection) as a usable option is that DEs run a link state
detecting protocol simlar to OSPF not only for detecting the Iinks’
state and di scovering failures, but also for keeping the sane
cognitive know edge concerning the network as the OSPF. DEs

(FUNC LEVEL_RM DEs) build a link state database, the database is
considered to be the sane as OSPF' s |ink state database. DEs use the
link state database to cal culate the inportance of each |ink, and
figure out the damage degree of the network after failures have
occurred. Additionally, using an independent hell o nechani sm woul d
be nore general and facilitate the depl oynent of DEs, so DEs do not
use options such as BFD to detect the link state.

FUNC LEVEL RM DEs are NOT neant to replace OSPF but they configure
OSPF and dynam cally re-configure OSPF in trying to adapt the

prot ocol behavi our according to events and incidents detected in the
network’s operation. The FUNC LEVEL RM DE uses two nethods to
configure OSPF, one is adjusting OSPF s timers while the other is
usi ng FRR (Fast-Re-Route) to replace broken paths with backup routes.
When OSPF converges, the DEs will cal cul ate backup route for the
inmportant links. |If the links are broken, the DE wll| activate the
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backup route and use it to replace the broken route to guarantee
communi cati ons(connectivity). Wen the network converges again, the
DE will cancel the backup route and cal cul ate the backup routes for

i nportant |inks again.

Nei ghbouri ng FUNC LEVEL RM DEs di scover each other and establish

bi di recti onal communi cations by sending and receiving continuous
Hel | o messages. After establishing the comrunication, they
synchroni ze the Iink state database with each ot her by sending Link
St at e Exchange nmessage, so that the FUNC LEVEL RM DEs in the network

w Il have the sane link state database. |If a link state changes,
such as a link failure, the FUNC LEVEL RM DE that detects the change
will send a Link State Advertisenment nessage to all its neighboring

FUNC LEVEL_RM DEs. Receiving the nessage, the neighboring

FUNC LEVEL RM DE will update its local Iink state database and rel ay
the nessage to all of its neighboring DE, so that the change of the
link state will be known by all the FUNC LEVEL RM DEs in the network.

The Hell o nessage (Figure 6) is used for establishing and mai ntaining
connections to the neighbouring FUNC LEVEL RM DEs. Hell o nessages
are sent by each FUNC LEVEL RM DE every Hello_Interval seconds from
all router interfaces in order to establish a bidirectional

communi cation with all its FUNC LEVEL RM DEs nei ghbours. Wen two
FUNC LEVEL RM DEs have established a bidirectional communicati on,

t hey begin to synchronize their topol ogy databases.

The synchroni zation is performed by using Link State Exchange
nmessages (Figure 7). This process takes place in two steps. First,
the two FUNC LEVEL RM DEs i nvol ved nust negotiate which DE is the
Master and which one is the Slave. This is done easily by selecting
the FUNC LEVEL RM DE that has the | argest value in the

Sender Router Id field as the master. Once the roles of the DEs have
been determ ned, the asymmetric exchange of information begins. The
master DE then sends its database in a sequence of Link State
Exchange nessages. The nessages are sent one at a tine and each
nmessage i s acknow edged by the slave DE (by setting the bit A to one
and keeping the sane sequence nunber). The Mbit nust be set to 1 if
there is nore than one record in the database. Wen the naster DE
transmits its |ast database record, it will set the Mbit to O to
indicate that there are no nore records to be sent. After receiving
a nessage with Mbit set to 0, the slave DE begins to send its

dat abase to the master DE. \When the slave DE sends the | ast database
record it wll set also the Mbit to O and the synchronization
process conpl et es.

Whien a link state changes (e.g. in case of a link failure), the

FUNC LEVEL RM DE that detects the change will send a Link State
Advertisenment nmessage (Figure 9) to all its neighboring
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FUNC LEVEL RM DEs. A Link State Advertisenent nessage nmay contain
updat es about the changes of nore than one link. The sequence nunber
fromthe adverti senment nessage is conpared to the value fromthe DE s
| ocal database. |f the sequence nunber is new, the receiver DE wll
update the state of the link in the | ocal database and it wll issue
a new Link State Advertisenment nmessage to all other interfaces in
order to propagate the updates.

0 1 2 3
01234567890123456789012345678901
e i R S e e e el I S R R R R e S il I R S R R R R
| Type | Code | Checksum |
B T T i S i S S T it s T i S S S S S
| Sender _1d | Recei ver _Id |
B il ais S I o T i ot S S I Y S S S S it o
| Goup_Id | I nf oType | FI ags |
e i R S e e e el I S R R R R e S il I R S R R R R
| Sender _Eth_Id |
B T T i S i S S T it s T i S S S S S
| Hel | oType | Reserved |
B il ais S I o T i ot S S I Y S S S S it o
| Hel | o_I nterval |
e i R S e e e el I S R R R R e S il I R S R R R R
| Dead_|I nt erval |
B T T i S i S S T it s T i S S S S S
| Sender _Router _Id |
B il ais S I o T i ot S S I Y S S S S it o

Figure 6: Hell o Message.

Sender _Eth_Id
Interface identifier of the sender of the Hell o nessage

Hel | oType
The type of the Hell o nessage

Hell o_I nterval
The tinme between two consecutive Hell o nessages, expressed in
seconds

Dead I nterval
The time for the dead interval, expressed in seconds

Sender _Router _Id
Router identifier of the sender of the Hell o nmessage
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0 1 2 3
01234567890123456789012345678901
T T S i T T o S S S e S S O s i o S

| Type | Code | Checksum |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R
| Sender _1d | Recei ver _Id |
B T e i e o S O I S I R il T s i S S S S Y S S
| Goup_Id | I nf oType | Flags |AM
B il ais S I o T i ot S S I Y S S S S it o
| SegNum | Reser ved |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R

|
Link_State_Option (only one) .
. (24 octects) .
| |
B T e S S i T i i ST N e S T i ot SIS I S

Figure 7: Link State Exchange Message.

Fl ags
A. Acknow edgenent bit. This bit should be set to zero when
sendi ng Link State Exchange nmessages. |If this bit is set to 1

then it indicates that the nessage is an acknow edgnent (see next
sub-section for nore details).

M If this bit is set to 1 nore Link State Exchange nessages w | |
follow. Wen the last Link State Exchange nessage is sent, this
bit must be set to O (see next sub-section for nore details).

Al the rest of the bits should be set to zero by any sender of a
Li nk State Exchange nessage.

SeqNum
Sequence nunber of Link State Exchange nessage
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0 1 2 3
01234567890123456789012345678901
B il ais S I o T i ot S S I Y S S S S it o
| Sender Router _Id |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R
| Nei ghbor _Router _Id |
B T e i e o S O I S I R il T s i S S S S Y S S
| Sender _Interface_Id |
B il ais S I o T i ot S S I Y S S S S it o
| Nei ghbor _Interface_Id |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R
| Ti mest anp |
B T e i e o S O I S I R il T s i S S S S Y S S
| Metric | Reser ved |
B il ais S I o T i ot S S I Y S S S S it o

Figure 8. Link State Option.

Sender _Router _|Id
Router identifier of the sender

Nei ghbour Router _1d
Nei ghbour Router identifier

Sender _Interface_Id
Interface identifier of the sender

Nei ghbour _Interface_Id
Nei ghbour Interface identifier

Ti mest anp
Timestanp at which this Link State Option was generated
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0 1 2 3
01234567890123456789012345678901
T T S i T T o S S S e S S O s i o S

| Type | Code | Checksum |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R
| Sender _1d | Recei ver _Id |
B T e i e o S O I S I R il T s i S S S S Y S S
| Goup_Id | I nf oType | Flags | Al O]
B il ais S I o T i ot S S I Y S S S S it o
| SegNum | LSA Count er |
T R e i ol SIS R I S R S I S S R e e e et (NI R R R S R

|
Li nk_State_Options .
(at | east one)

T T T S T T o S S S e e S S S S S S T 2

Figure 9: Link State Advertisenment Message.

Fl ags
A. Acknow edgenent bit. This bit should be set to zero when
sending Link State Advertisenment nmessages. |If this bit is set to

1 then it indicates that the nessage is an acknow edgnent (see
next sub-section for nore details).

Al the rest of the bits should be set to zero by any sender of a
Li nk St ate Exchange nessage.

SegNum
The sequence nunber of Link State Advertisenent nessage

LSA Count er

This field indicates how many Link State Options (Figure 8) are
present in the nmessage.
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Appendi x B. Concl usi ons

The proposed generic control protocol (IGCP) and its generic Data
Part offers an opportunity to accommobdate different types of control
i nformati on exchange contexts in the current and future |P networks.
As an exanpl e domai n of application of I GCP: the grow ng concept of
sel f - managenent and aut onom ¢ networ ki ng, which can be applied to

exi sting networking paradi gns and architectures would benefit from
such a multi-purpose control protocol as the network’s Deci sion-

maki ng- El ement s(DEs) defined by the GANA Reference Mddel presented in
brief in this docunent, that are neant to dynamcally (re)-configure,
adapt and regul ate the behavi our of protocols, stacks and nechani sns
requi re exchanging control information. The | GCP protocol can be
used by any types of functional entities intending to exchange
control nmessages. When applied for use in the donmain of autonomc
net wor ki ng, by Deci sion-El enents (DEs) defined by the GANA Model, the
Data Part can be custom zed according to the needs of the different
types of Decision Elenents. In this draft we illustrated the

custom zation of the Data Part of IGCP for the needs of one specific
type of a Decision Elenent, nanely the Function-Level -Routi ng-
Managenent - DE (FUNC LEVEL RM DE). The custom zation of the Data Part
for the needs of other types of DEs would require the definition of
nore Internet Drafts accordingly.
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