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Abstract

Thi s docunent introduces a framework for analyzing nobility
managenent protocols in terns of their key abstracted | ogical
functions. The franmework is capable of presenting a unified view,
reducing the clutter that obscures a casual reader from understanding
the commonal ities between different approaches in nobility
managenent. More inportantly, a first order application of this
framework allows us to exam ne previously standardi zed nmobility
managenent protocols, such as MPv6 and PMPv6 (as well as several of
their extensions), and describe their core functionality in terns of
di fferent configurations of the |ogical functions defined by the
framework. As a result, we can use the franework to anal yze the gaps
bet ween the protocols needed in a distributed nobility managenent

envi ronnent and the functionality provided by the current generation
of nobility managenent protocols. Qur analysis points to the need
for a re-configuration of logical functions identified in the
framework as well as the need for new extensions which can nmake

di stributed nobility managenent possible in the future.

Status of this Mno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1

1

I nt roducti on

Wiile there is ongoing research on new protocols for distributed
nobi ity nmanagenent (DMM), it has al so been proposed, e.g., in

[ Paper-Di stributed. Mobility.PMP] and in other publications, that a
di stributed nobility managenent architecture can be designed using
primarily existing nmobility managenent protocols with sonme
extensions. This is reflected in the requirenent presented in [ID
drmmrequirenments]: distributed nobility managenent is to first use
exi sting protocols and their extensions before considering new

prot ocol designs.

Mobil e I Pv6 [ RFC6275], which is a logically centralized nobility
managenent approach addressing primarily hierarchical nobile

net wor ks, has nunerous variants and extensions including, just to
nane a few, PM Pv6 [RFC5213], Hierarchical MPv6 (HM Pv6) [ RFC5380],
Fast M Pv6 (FM Pv6) [ RFC4068] [ RFC4988], Proxy-based FM Pv6 ( PFM Pv6)
[ RFC5949]. These variants or extensions of M Pv6 have been devel oped
over the years owing to the different needs that have been arising
ever since the first specification of MP cane into life.

Thi s docunment argues that we can gain much nore insights into this
desi gn space by abstracting functions of existing nobility managenent
protocols in terns of logical functions. Different variants of

exi sting nmobility managenent protocols can then be expressed as

di fferent design variations of how these |ogical functions are put
together. The result is a rich framework that can express

sophi sticated functionalities in a nore straightforward nmanner and
can be used to performgap anal ysis of existing protocols. Wat is
nore, this docunment shows how to reconfigure these |ogical functions
towards various distributed nobility managenent designs.

The foll ow ng subsection presents an overview of this docunent.
1. Overview

Section 3 proposes to abstract existing nobility managenent protocol
functions into three |ogical functions, nanely, hone address

all ocation, nobility routing and | ocation managenent. Such
functional deconposition will enable us to clearly separate data

pl ane and the control plane functionality, and gives us the
flexibility in an inplenmentation to position said |ogical functions
at their nost appropriate places in the system design.

Section 4 shows that these |ogical functions can indeed performthe
same functions as the major existing nmobility protocols. These
functions therefore becone the foundation for a unified franmework
upon which different designs of distributed nobility managenent may

Chan, et al. Expires May 11, 2013 [ Page 5]
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be built upon.

Section 6 presents the gap anal ysis of existing protocols by
conparing them agai nst the DM requirenents as per [|ID dmm
requi renentsj.

Ext ensi ons to overcone the gaps are presented in Sections 5 and 7.
Based on the introduced unified framework, extensions to dynamically
provi de nobility support are described in Section 7.1 where the hone
| P address of an MN is generalized to that of an application session.
A distributed database architecture is described in Section 5.1.
Using this distributed architecture, various route optim zations can
be defined as explained in Section 7. 2.

2. Conventions and Term nol ogy
2.1. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2.2. Term nol ogy

Al'l general nobility-related terns and their acronynms used in this
docunent are to be interpreted as defined in the Mbile | Pv6 base
specification [ RFC6275] and in the Proxy nobile | Pv6 specification

[ RFC5213]. These terns include nobile node (MN), correspondent node
(CN), honme agent (HA), local nobility anchor (LMA), and nobil e access
gat eway ( MAG) .

In addition, this docunent uses the follow ng ternmns:

Mobility routing (MR) is the logical function that intercepts
packets to/fromthe HoA of a nobile node and forwards them based
on internetwork |ocation information, either directly towards
their destination or to sone other network el enment that knows how
to forward the packets to their ultinmate destination

Honme address allocation is the logical function that allocates the
home network prefix or hone address to a nobil e node.

Locati on managenment (LM is the logical function that nmanages and
keeps track of the internetwork |location information of a nobile
node, which includes the mapping of the MN HoA to the MN routi ng
address or another network el enment that knows where to forward
packets destined for the IMN.

Chan, et al. Expires May 11, 2013 [ Page 6]
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Hone network of an application session (or an HoA I P address) is the
network that has allocated the I P address used as the session
identifier (HoA) by the application being run in an MN. The M
may be attached to nore than one hone networks.

3. Mobility Managenent Logical Functions

The existing nmobility managenent functions of MPv6, PM Pv6, and
HM Pv6 ca be abstracted into the follow ng |ogical functions:

1. Anchoring: allocation of hone network prefix or HoA to an MN t hat
regi sters with the network;

2. Mbility Routing (MR) function: packets interception and
forwarding to/fromthe HoA of the MN, based on the internetwork
| ocation information, either to the destination or to sone other
network el enment that knows how to forward the packets to their
desti nati on;

3. Internetwork Location Managenent (LM function: managi ng and
keeping track of the internetwork |ocation of an M\, which
i ncl udes a mapping of the HoA to the nobility anchoring point
that the MN is anchored to;

4. Location Update (LU): provisioning of MN |location information to
the LM function;

5. Routing Control (RC): this logical function configures the
forwardi ng state of the nobility routing function.

4. Functional Representation of Existing Mbility Protocols

This section shows that existing nobility managenent protocols can be
expressed as different configurations of the |ogical functions
i ntroduced in Section 3 above.

Usi ng these generic logical functions, we wll build up the existing
mobility protocols one step at atinme in the foll ow ng sequence:

M Pv6, PM Pv6, HM Pv6, and HAHA. Functions are added and nodified as
needed in each step.

Chan, et al. Expires May 11, 2013 [ Page 7]
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4.

4.

1

2.

Mobi | e | Pv6

Figure 1 shows Mbile IPv6 [RFC6275] in a functional representation.
The conbi nation of the | ogical functions MR LM and HoA allocation in
networkl is the hone agent or the nobility anchor. The nobile node
MN11 was originally attached to Networkl and was allocated the IP
prefix for its home address HoAll. After sone tinme, M1l noved to
Net wor k3, fromwhich it is allocated a new prefix to configure the IP
address 1P32. LML maintains the binding HoA1l: I P32 so that packets
fromCN21 in Network2 destined to HoAll will be intercepted by MRL
which will then tunnel themto I P32. M1l nust performnobility
signaling using the LU function.

Net wor k1 Net wor k3 Net wor k2
+----- +
| LML |
Femm +
| ocati on=I| P32
HoAl al c I P3 alc | P2 alc
I
I
Fomm - +
| MRL |
Femm - +
-t - -+ +----+
| MNB1| | MN11]| | CN21
I | |+LU | I I
. O S e e+
HoAl1l | P31 | P32,
HoAl1l

Figure 1. Functional deconposition of Mbile |IPv6.
M Pv6 versus PM Pv6

M Pv6 and PM Pv6 both enpl oy the sane concept of separating the
session identifier fromthe routing address into the HoA and CoA,
respectively. Figure 2 contrasts (a) MPv6 and (b) PM Pv6 by show ng
the destination I P address in the network-1ayer header as a packet
traverses froma CN to an M\

Chan, et al. Expires May 11, 2013 [ Page 8]
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(a) MPv6:

oo -+ oo oot oo+

| HOA| --> | HoA| HoA | HoA|

| | --- |---|

. | | CoAl ==> | CoA|

+-- -+ R +-- -+

CN MR M\HLU

(b) PM Pv6:

+-- -+ +oe - - -+ +oe - - -+ +-- -+
| HOA| --> | HoA| HoA| | HOA| HOA| --> | HoA|
| | 1--- |---1 | |
. | | CoAl ==>|CoAl | .
o oo oot oo oot o
CN MR AR+LU WN

Figure 2. Network layer in the protocol stack of packets sent from
the CN and tunneled (a) to the M\+LU in M Pv6; and (b) to the AR+LU
in PMPv6 show ng the destination |P address as the packet traverses
fromthe CN to the M\

Figure 2 shows that, as far as data-plane traffic is concerned,
routing fromCNto MHLU in MPv6 is simlar to the route fromCN to
AR+LU in PM Pv6. The difference is in that the MN wth the LU
function is substituted by the conbination of the ARwith the LU
function and the MN. While additional signaling is needed to enable
t he conbi nati on of AR+LU and MN to behave |ike M\LU, such signaling
can be confined between the AR+LU and MN only. It can therefore be
seen under this unified fornulation, that a host-based nobility
managenent protocol can be translated using this substitution into a
net wor k- based nobility managenent protocol and vice versa.

M Pv6 and PM Pv6 bundle all three nobility managenent | ogi cal
functions: LML, IP1l prefix allocation, and MRL into the hone agent
(HA) and Local Mobility Anchor (LMA) respectively.

The functional representation of Proxy Mbile IPv6 [RFC5213] is shown
in Figure 3. In PMPv6, the conmbination of LM MR and HoA
allocation is the Local Mbility Anchor (LMA), whereas the AR+LU
conmbi nation together with additional signaling with MN conprises the
Mobi |l e Access Gateway (MAG. Here MN11l is attached to the access
router AR31 which has the I P address 1P31 in Network3. LML nmaintains
t he binding HoAl1l:1P31. The access router AR31 al so behaves |like a
home Iink to MN11 so that MN11l can use its original |IP address HoAll.

Chan, et al. Expires May 11, 2013 [ Page 9]
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4. 3.

The functi onal

Net wor k1

HoAL1

Hi erarchi ca
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Net wor k3 Net wor k2
| P3 alc | P2 alc
+--- -+ +--- -+
| AR31| | CN21|
| +LU | | |
+----+ +----+
| P31
|
|
+----+
| MN11|
+----+
HoAl1l
Functional representation of PM Pv6.

Mobi | e | Pv6

representation of Hierarchica

is shown in Figure 4.

Chan,

et al.

Expires May 11, 2013
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Net wor k1 Net wor k3 Net wor k2
+----- +
| LML |
+----- +
HoAl al c I P3 alc | P2 alc
I
I
+o- e - + +o- e - +
| MRL | | MR3
I I |+ LM |
I I | proxy|
+----- + +----- +
[\
/ \
/ \
- - -+ +----+
| AR31| | MN11| | CN21
| +LU | [+LU | I I
. +----4+ 4----+4+ +----+4+
HoAl11 | P31 | P32,
| HoAl1l
+--|--+
| MN31
+----+

Figure 4. Functional representation of Hierarchical Mbile |Pv6.

Besi des the | ogical functions: LML, MR1L, and HoAl prefix allocation
in Networkl as MPv6 in Figure 2 and PMPv6 in Figure 3, there is an
MR function (MR3) in the visited network (Network3). MR3 is also a
proxy between LML and MN11 in the hierarchical LM function LM--NM3--
WMN11. That is, LML maintains the LM binding HoAll: MR3 while M3
keeps the LM bi ndi ng HoAl1l:1P32. The conbi ned function of MR and the
LM proxy function is the Mbility Anchor Point (MAP).

In Figure 4, if MN11l takes the place of MN31 which is attached to
AR31, the resulting nobility managenent becones networ k- based.

4.4. Distributing nobility anchors
It is possible to repeat the nobility anchoring function for any of

M Pv6, PM Pv6, or HM Pv6, in nultiple networks as shown in Figure 5
whi ch shows such an exanple with three networks.

Chan, et al. Expires May 11, 2013 [ Page 11]
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Net wor k1

HoAL1

Fi gure 5.
anchors.
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Net wor k3 Net wor k2
S + S +
| LMB | | LM2 |
+-- - - + +-- - - +
HoA3 al ¢ HoA2 al c
| |
I I
S + S +
| MR3 | | MR2
+-- - - + +-- - - +
/[ \
/ \
/ \
R s oo+
| AR31| | MN11]| | CN21
| +LU | | +LU | | |
R . s +----+
| P31 | P32,
| HoAl1l
+--|--+
| MN31
+----+

November 2012

Functional representation of distributing nobility

4.5. Mgrating Honme Agents

When all these | ogical

functions are bundled into one single entity

e.g., a hone agent in MPv6 or a local nmobility anchor in PMPv6, in
a single network, the result is triangular routing when the M\ and

the CN are in networks close to each ot her

anchor point.

but are far fromthe

A nmethod to solve the triangle routing problemis to duplicate the
anchor points in many networks in different geographic |ocations as

in [Paper-M grating. Hone. Agent s] .

M grating Home Agents is shown in Figure 6.

Chan, et al.

Expires May 11, 2013

A functional

representation of
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Net wor k1 Net wor k3 Net wor k2
+----- + +----- + +----- +
| LMD [------ | LMD [------ | LM |
+----- + +----- + +----- +
HoAl al c HoA3 al ¢ HoA2 al c
I I I
I I I
+----- + +----- + +----- +
| MRL | | MR3 | | MR2 |
+----- + +----- + +----- +
/[ \
/ \
/ \
R T +----+
| AR31| | MN11]| | CN21
. F+----4+ F----+ +----4
HoAl1l | P31 | P32,
| HoAl1l
+--|--+
| MN31|
+----+

Figure 6. Functional representation of Mgrating Hone Agents.

Here, the MR function is available in each of the three networks

Net wor k1, Networ k2, and Network3. The LM function in each network
(LMD) contains the LMinformation for all networks. Each MR in each
networ k advertises the HoA I P prefixes of all these networks using
anycast. Traffic fromCN21 in Network2 destined to HoAll w |
therefore be intercepted by the MR nearest to CN, which is MR2.
Using the LMinformation in LM), MR2 will use the binding HoAll:1 P32
to tunnel the packets to M\11l

Simlarly, traffic originating from M\11 will be served by its
nearest MR (MR3). Triangular routing is therefore avoided. Yet the
synchroni zation of all home agents becones a chall enge as di scussed
in [Paper-SM3d]. |In addition, the anmount of signaling traffic needed
i n synchroni zing the honme agents may becone excessive when both the
nunber of nobile nodes and the nunber of home agents increase.

As before, if MN11 in Figure 6 takes the place of M\N31 which is

attached to AR31, the resulting nobility managenent becones networ k-
based.

Chan, et al. Expires May 11, 2013 [ Page 13]
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5. DWM Functi onal Scenari os

This section covers the functional description of DMM Basically,
the scenario presents a way to distribute the logical nobility
functions. Gap analysis wll be made on the functional scenari os.

5. 1. FI at Network Scenario

In a flat network, the logical functions in the functional
representation may all be | ocated at the AR as shown in Figures 7 and
8, respectively. These two figures depict the network- and client-
based distributed nobility managenent scenarios. The AR is expected
to support the HoA allocation function. Then, depending on the
nmobility situation of the M\, the AR can run different functions:

1. the AR can act as a |legacy IP router;
2. the AR can provide the MR function (i.e. act as nmobility anchor);
3. the AR can provide the LU functions;

4. the AR can provide both MR and LU functi ons.

For exanple, [I-D.seite-dmdma] and [I-D. bernardos-dmmdistributed-
anchoring] are PM Pv6 based inplenentation of this scenario.

5.1.1. Network-based Mbility Managenent

The functional description of network-based nobility nmanagenent is
depicted in Figure 7.

In case (1), M\l attaches to ARL. AR advertises prefix HoAl to ML
and then acts as a legacy IP router. ML initiates a conmunication
with CN11.

In case (2), M1 perfornms a handover from ARl to AR3 while

mai nt ai ni ng ongoi ng | P comuni cation with CN11. ARl becones the

nmobi ity anchor for the MNL-CN11 I P conmunication: ARL runs MR and LM
functions for MN1. AR3 perforns LU up to the LMin ARL: AR3
indicates to ARL the new | ocation of the MN1. AR3 allocates a new | P
prefix (HoA3) for new I P communications. HoA3 is supposed to be used
for new I P conmuni cation, e.g., if MNL initiates |IP comuni cation
with CN21. AR3 shall act as a legacy |IP router for M1-CN21
conmuni cat i on.

In case (3), M1 perfornms a handover fromARL to AR2Z with ongoing IP
communi cation with CN11 and CN21. ARl is the nobility anchor for the

Chan, et al. Expires May 11, 2013 [ Page 14]
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MN1- CN11 | P conmmuni cati on.
MN1- CN21 | P conmmuni cati on.
for MN1, respectively,
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AR3 becones the nobility anchor for the
Both AR1 and AR3 run MR and LM functions
anchoring HoAl and HoAS.

AR2 perforns

| ocation updates up to the LMs in ARL and AR3 for respectively

rel ocate HoAl and HoAS3.

Net wor k1 Net wor k1 Net wor k3
+----+ HoAl al c +----+ HoAl al c HoA3 al +----+
| CN11| +----- + | CN11| +----- + +----- + | CN21
I | | I | MRL | ------ | EEEEEE |
+----+ | | +----+ | LML |------ | LU3L | +----+
| AR1 | | AR1 | | AR3 |
| | | | | |
+----- + +----- + +----- +
| |
| |
| |
- -
| MNL | | MNL |
| | | |
+----+ +----+
HoAl1l HoAl1,
HoA31
(1) (2)
Net wor k2
Net wor k1 HoA2 al
+----+ HoAl al c +----- +
| CN11| +omm - + | |
| |------ | MRL |----------------- | LU21 | ------- +
+----+ | LML |----------------- | AR2 | |
| ARL | | | |
| | Net wor k3 +o--- - + |
+----- + HoA3 al | | +----+
t----- + || | MNL |
ook | MRS [ ==~ - | o
| CN21 | |LMB |-------- +--- -+
I EEEEEE | | HoAL1,
oo+ | AR3 | HoA31
Fooooo (3)
Figure 7. Network-based DWMM architecture for a flat network.
5.1.2. dient-based Mbility Managenent

The functi onal
depicted in Figure 8.

Chan, et al.

description of client-based nobility nmanagenent

Expires May 11, 2013
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5.

In case (1), MNL attaches to ARL. AR advertises the prefix HoAl to
MNL1 then acts as a legacy IP router. Ml initiates a comuni cation
with CN11.

In case (2), M1 perfornms a handover fromARL to AR3 with ongoing IP
communi cation with CN11. ARl becones the nmobility anchor for the
IMN1- CN11 | P comunication: ARL runs MR and LM functions for MN1. The
MN performs LU directly up to the LMin ARL or via AR3; in this case
AR3 acts as a proxy locator (pLU (e.g. as a FAin MPv4). AR3

all ocates a new I P prefix (HoA3) for new | P comunications. HoA3 is
supposed to be used for new | P communi cations, e.g., if MNL initiates
I P communi cation with CN21. AR3 shall act as a legacy IP router for
IMN1- CN21 conmuni cati on.

Net wor k1 Net wor k1 Net wor k3
+----+ HoAl al c +----+ HoAl al c +----+
| CN11| +----- + | CN | +----- + +----- + | CN21
I | ------ I I I | ------ | MRL |------ I |------- I I
oot I I oot | LML |------ | pLU31| oo -t
| AR1 | | AR1 | | AR31
I I I I I I
F--e-- + F--e-- + F--e-- +
I I
I I
I I
+--- -+ +--- -+
| MNL | | MNL |
I I | LU31|
+----+ +----+
HoAll HoAl1l,
| P31
(1) (2)

2.

Figure 8. dient-based DMW architecture for a flat network.

Fully distributed scenario with separation of control and data
pl anes

This scenario considers nultiple MRs and a distributed LM dat abase.

The different use case scenarios of distributed nobility managenent
are described in [I-D.yokota-dmm scenario] as well as in [Paper-
Distributed. Mobility. Review]. The architecture described in this
docunent is mainly on separating the data plane fromthe control

pl ane.

Chan, et al. Expires May 11, 2013 [ Page 16]
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Figure 9 shows an exanple DMM architecture with the sane three
networks as in Figure 5. As is in Figure 5 each network in Figure 9
has its own IP prefix allocation function. 1In the data plane, the
nmobility routing function is distributed to nultiple |ocations at the
MRs so that routing can be optimzed. |In the control plane, the Ms
may exchange signaling with each other. |In addition to these
features in Figure 5 the LMfunction in Figure 9 is a distributed
dat abase, wth nmultiple servers, of the mapping of HoA to CoA

Net wor k1 Net wor k3 Net wor k2
+o-o-- + +o-o-- + +o-o-- +
| LML | | LMB | | LM |
S + S + S +
HoAl al c HoA3 al c HoA2 al c
| \\ [ |\ I 1|
I /] \ [
| \ \/ | \/ / |
| \ /N ] /N |
| \/ \ |/ \/ |
| /\ /]\ /\ |
| [\ | N\ /N |
| / /\ | /\ \ |
| 7 1 \ \'
| /7 / \ |/ \ o\
S + S + S +
| MRL |------ | MR3 |------ | MR2 |
+----- + +----- + +----- +
/[ \
/ \
/ \
R s oo+
| AR31| | MN11]| | CN21
| +LU | [ +LU | I I
) R . s +----+
HoAl11l | P31 | P32,
| HoAl11l
+--|--+
| MN31
+----+

Figure 9. A distributed architecture for nobility managenent.

To performnobility routing,
which is maintained at the LMs.

the MRs need the | ocation information
The MRs are therefore the clients of

the LM servers and nmay al so send | ocation updates to the LM as the
The I ocation information may either be

MNs perform the handover.
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pulled fromthe LM servers by the MR or pushed to the MR by the LM
servers. In addition, the MR may al so cache a Iimted anount of
| ocation information.

This figure shows three MRs (MRL, MR2, and MR3) in three networks.
MN11 has noved fromthe first network supported by MRL and LML to the
third network supported by MR3 and LMB. It may use an HoA ( HoAll)
allocated to it when it was in the first network for those
application sessions that had already started when MN11 was attached
there and that require session continuity after the handover to the
third network. Wen M11 was in the first network, no |ocation
managenent is needed so that LML will not keep an entry of HoAll.
After MN11 has perforned its handover to the third network, the

dat abase server LML mai ntains a mappi ng of HoAll to MR3. That is,
LML points to the third network and it is the third network that wll
keep track of how to reach MN11l. Such a hierarchical mapping can
prevent frequent update signaling to LML as MN11 perforns intra-

net wor k handover within the third network. 1In other words, the
concept of hierarchical nobile IP [RFC5380] is applied here but only
in location managenent and not in routing in the data pl ane.

6. Gap analysis
6.1. DWM Requirenents
6.1.1. Considering existing protocols first

The fourth DM requirenent is on existing nmobility protocols [ID dmm
requirenents:

REQ4: A DWM sol ution SHOULD first consider reusing and extendi ng
| ETF- st andar di zed protocols before specifying new protocols.

Abstracting the existing protocol functions into |logical functions in
this draft is a way to see how one can maxi m ze the use of existing

protocols. It remains to be seen whether all DMM requirenments can be
nmet. One needs to check the rest of the requirenents to identify the

gaps.
I n addi tion, individual DW proposals avail able at the | ETF DW
wor ki ng group are nostly based on the existing | ETF-standardi zed
prot ocol s.

6.1.2. Conpatibility

The first part of the fifth DM requirenent is on conpatibility:
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REQG: (first part) The DWM sol ution MJUST be able to co-exist with
exi sting network deploynents and end hosts. For exanple, depending
on the environnent in which DM is depl oyed, DVWM sol uti ons may need
to be conpatible with other deployed nobility protocols or may need
to interoperate wwth a network or nobile hosts/routers that do not
support DWVM protocol s.

D fferent deploynents using the same abstract functions are basically
reconfiguration of these sane functions if their functions use comon
nessage formats between these functions. A design principle of the

| Pv6 nessage format acconmpdates the use of comobn nessage formats as
it allows to define extension headers, e.g., use of nobility header
and options. It is shown in Section 4 that M Pv6, PM Pv6, HM Pv6,
Distributing nmobility anchors can be constructed fromthe abstract
functions by adding nore features and additional nmessages one on top

of the other in the above order. The |ater protocol will therefore
support the one fromwhich the later is constructed by addi ng nore
nmessages.

6.1.3. |Pv6 depl oynent
The third DMM requirenent on | Pv6 deploynent is the follow ng.

REQ3: DWM sol utions SHOULD target |1 Pv6 as the primary depl oynent

envi ronment and SHOULD NOT be tailored specifically to support |Pv4,
in particular in situations where private |Pv4 addresses and/ or NATs
are used.

This is not an issue with MPv6, PMPv6 and their extensions. Using
the unified schene here based on abstracting these existing protocol
functions will neet the DM requirenents as these protocols are
originally designed for |Pv6.

6.1.4. Security considerations

The first part of the fourth requirement as well as the sixth DVM
requi renment [ID-dmmrequirenents] are as follows:

REQG (second part): Furthernore, a DMM sol uti on SHOULD wor k across
di fferent networks, possibly operated as separate adm nistrative
domai ns, when allowed by the trust relationship between them

REQ6: DMWM protocol solutions MJUST consider security aspects,

including confidentiality and integrity. Exanples of aspects to be
consi dered are authentication and authorizati on nechani sns that allow
a legitimte nobile host/router to use the nobility support provided
by the DWMM sol ution; signaling nessage protection in terns of

aut hentication, encryption, etc.; data integrity and confidentiality;
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opt-in or opt-out data confidentiality to signaling nessages
dependi ng on network environments or user requirenents.

It is preferred that these security requirenments are considered as an
integral part of the DVM design.

6.1.5. Distributed depl oynent

The first DM requirenent has 2 parts. The first part is on
di stri buted depl oynent whereas the second part is on avoi di ng | onger
rout es.

REQL: (part 1)IP nobility, network access and routing sol utions
provi ded by DMM MUST enabl e di stributed depl oynment for nobility
managenent of | P sessions (part 2) so that traffic does not need to
traverse centrally deployed nobility anchors and thus can be routed
in an optiml manner.

Wth the first part, multiple MR will becone available in MPv6 by
sinmply having an HA for each honme network. This is illustrated in
terms of the logical functions as in Figure 9. Note that [Paper-
Host . based. DMM shows an exanpl e of a host-based DWM prot ocol based
on M Pv6.

Wth the second part, one can exam ne dynamc nobility and route
optim zation to be discussed |ater.

6.1.6. Transparency to Upper Layers when needed

To see how to avoid traversing centralized deployed nobility anchors,
| et us ook at the second requirenment on non-optiml routes [|Ddmm
requirenentsj.

REQ2: DWM sol uti ons MUST provide transparent nobility support above
the I P | ayer when needed. Such transparency is needed, for exanple,
when, upon change of point of attachnent to the Internet, an
application flow cannot cope with a change in the |IP address.

O herwi se, support for maintaining a stable honme |IP address or prefix
duri ng handovers may be decl i ned.

In order to avoid traversing long routes after the MN has noved to a
new network, the new network can sinply be used as the hone network
for new sessions. The sessions that had already started in the

previ ous network would still need to use the original network in

whi ch the session had started as the hone network. There may then be
different I P sessions using different I P prefixes/addresses in the
same M\
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The capability to use different IP addresses for different |IP
sessions are therefore needed.

The association with the HoA of an MNis not sufficient to support

t he above use of IP for an application. This gap can be overcone by
generalizing the concept of the HoA of the MN to the HoA of an
application running on the MN as will be discussed in Section 7.1
bel ow.

Usi ng the dynamic nobility managenent schene has avoi ded routing back
to the hone network when the application does not have such a need.
There are, however, application sessions that had originated froma
prior network and that require nobility support. Longer routes than
the natural |IP route can therefore energe. Route optim zation
schenes al ready exist, but one needs to deal with nultiple HA s when
using multiple HA s

6.1.7. Route optimzation
The second part of first requirenent is on route optim zation.

REQL: (part 1)IP nobility, network access and routing sol utions
provi ded by DVM MJST enabl e distributed deploynent for nobility
managenent of | P sessions (part 2) so that traffic does not need to
traverse centrally deployed nobility anchors and thus can be routed
in an optimal manner.

One generalization in terns of the unified framework is that the LM
functions can be considered as a distributed database as will be
shown in the next section. There, the MN and the LM have a client-
server relationship, with optionally a proxy in between and the proxy
can be co-located with an MR A distributed database may have
different servers to store different data. The data in each server
need not be pushed to all other servers but the database systemonly
needs to know which data resides on which server. |In addition, each
client (i.e., MN) needs to be able to query the database.

Exi sting functions, such as BU and BA nessages, can be considered as
a nmet hod of database update function for the nobility context of the
MN. Conpl eting the design of nmessages for the database update
functions will enable the distributed database design for route
optim zati on.

In the unified schene, conplete with database and nobility routing

functionalities, nunerous route optim zations can be designed as
described in Section 7. 2.
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6.2. Mbility Protocols Gap Anal ysis
6.2.1. Gap analysis with the unified franmework
The use of the unified franework neets the foll ow ng requirenents:
REQ4: Consi dering existing protocols first
REQG: (first part) conpatibility
REQ: | Pv6 depl oynent

The unified framework has separated the HA function into an MR and an
LM function. The following is needed in addition:

REQ6: Security - Trust between MR and LM is needed when they are not
co- | ocat ed.

6.2.2. Gap analysis with M Pv6

M Pv6 using the unified framework foll ows the above gap analysis with
the unified framework. In addition, the followi ng is needed.

REQ6: Security consideration
Trust between MN and MR i s needed.

6.2.3. @Gp analysis with PM Pv6
In terms of the unified framework, PMPv6 differs fromMPv6 only in
t he sense that the conbination of an AR and the MN in the network-
based sol uti on behaves like an MN in the host-based solution. Wile
the gap analysis with MPv6 applies here, the follow ng change is

needed: The trust between MN and MR in MPv6 is therefore replaced by
the trust between AR and MR, and trust between the AR and the MNis

needed.
REQ6: Security consideration
Trust between AR and MR i s needed.
Trust between MN and MR i s needed.
6.2.4. Gap analysis with HM Pv6
In terms of the unified framework, HM Pv6 differs from M Pv6 and

PM Pv6 only in the addition that packets are routed in the hierarchy
MR( horme network) -- MR(visited network) -- MNin MPv6 or AR in
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PM Pv6. \While the gap analysis wwth M Pv6 and PM Pv6 applies to
HM Pv6, the following additional trust relationship is needed between
the MR s of different networks.

REQG: Security consideration
Trust between MRs in different networks is needed.

6.2.5. Gap analysis with Distributing Mbility Anchors
The scenario of distributing nobility anchors is sinply achieved with
the inplenmentation of the unified framework for M Pv6, PM Pv6, or
HM Pv6 in each network of the multiple network. Therefore the gap
analysis for MPv6, PMPv6, or HM Pv6 apply dependi ng on which of
these variants of MP is used in these networks. In addition, the M
function is now available in different networks. The foll ow ng
requi rement of distributed deploynent is then net.
REQL: Distributed depl oynent

The unified framework functions can be deployed in each of the
mul ti pl e networks.

6.2.6. Gap analysis with HAHA
The scenario for Mgrating Home Agent can be constructed fromthat of
the distributing nobility anchors and nodifying the LMin each
network to propagate its data to all LM servers in all other
networks. Therefore the gap analysis with distributing nobility
anchors apply.
In addition, trust between the LM servers is needed.
REQ6: Security consideration
Trust anong the LM servers is needed.

6.2.7. Gap analysis with Dynam c nobility nmanagenent
In Section 6, the unified framework functions are built by extending
that of the distributing nobility anchors scenario. Therefore the
gap analyses wth distributing nobility anchors apply to the dynam c
nmobi ity managenment. |In addition,
REQ2: Transparency to upper |ayers when needed.

The honme network and HoA was previously associated with an MN. By
extending the concept to that of an application rather than an WN
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whi ch has nultiple applications, dynamc nobility managenent can be
achi eved.

6.2.8. Gp Analysis with Multiple MR and Distributed LM Dat abase
In Section 7, an architecture of distributed nobility nanagenent is
constructed fromthe unified framework functions and can be seen as
an extension of the distributing nobility anchor scenario with
dynam c nobility managenent support. Therefore the gap anal yses for
the dynami c nobility nanagenent also apply. In addition, the
foll ow ng gap anal ysis applies.

REQL: (part 2) Distributed depl oynent

The LMs may generalize into a distributed database.

REQG: Security considerations

Trust between the LMin a different network and the MR i s needed.

6.2.9. Gap Analysis with Route Optim zati on Mechani sns
In Section 8, different possibilities to optim ze the route using the
architecture in Section 7 is described. Therefore the gap anal yses
for the DMM architecture in Section 7 apply. |In addition, the
foll owm ng gap anal yses apply.

REQL: (part 2) Distributed depl oynent

MR may cache the LM information when needed.
MR function is needed in the CN s networKk.
REQ6: Security considerations

Trust between the MR and the LMis needed.

6.3. Gap anal ysis summary

The gap anal yses for different protocols are sunmarized in this
section.

Table 1. Summary of Gap Anal ysis
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Upper -
| ayer
Exi sting Distri- trans-
pr ot o- | Pv6 Security buted parency Route
cols Conpati - depl oy- consi - depl oy- when Optim -
first bility ment derations nent needed zation
Uni fied
f r amewor k Y
M Pv6 Y Y N N
PM Pv6 Y Y N N
(supports (M\- AR)
above)
HM Pv6 Y Y N N
(supports (M\- AR)
above)
Optim ze Y Y N | ocat -
route (supports ion pr
above) i vacy
Distribute Y Y N N
mobility (supports
anchors above)
Mul tiple
MRs and Y Y Y
Distri- (supports (LMMR in
buted LM above) di fferent
dat abase net wor ks)
Dynam ¢ Y Y Y nost
mobility (supports (LM MR-MR in (HoA of cases
above) di fferent appl)
net wor ks)
DivM Y Y Y except
(supports (LM MR-MR in (HoA of 1st
above) di fferent appl) pkts
net wor ks)

7. DWW anal ysi s

Thi s section anal yses how DW proposal s neet above requirenents.
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7.1. DWMM scenarios and Dynam c nobility managenent requirenment

The distributed architecture described in Section 5.1, which has an
MR and an HoA allocation function in each network, enables dynam c
nmobi | ity managenent.

When new applications are started after the MN noves to a new
network, the device can sinply use a new | P address al |l ocated by the
new network. Dynami c nobility nanagenent, i.e., invoking nobility
managenment only when needed, has been proposed in [ Paper-

Di stributed. Dynam c. Mobility] and [ Paper- Host. based. DM .

The architecture with nmultiple nobility routing functions conpared
with a centralized approach is nore appropriate for achieving dynam c
nmobi ity managenent. 1In Figure 9 above, the LM function and the IP
address allocation function my be co-located. The device MI11
originally attached to the first network (Networkl), may sinply be
using a dynam c | P address HoAll which is | eased from Networkl with a
finite lifetinme of, say, 24 hours. As Ml1l |eaves the first network
and attaches to the third network (Network3), it acquires a new |IP
address 1 P33 from Network3. M1l nay or may not have ongoi ng
sessions requiring session continuity. |If it does not have, there is
no need for LML to keep a binding for the honme address HoAll of MN11
If it does, it may use the existing MPv6 signaling nmechani sm so that
the LML will maintain the binding HoA11: MR3. MR3 in turn wll

mai ntai n the binding HoAl11l:1P33. Such a hierarchy of binding wth
MR3 acting as the proxy |ocation nmaintenance function between LML and
MN11 will al so cause MR3 to act as a proxy MR function between M1
and MN11 so that packets destined to MRL will be redirected to MR3.

When all ongoi ng sessions requiring session continuity termnate, it
is possible for MN11 to deregister fromLML. Yet one may not assune

the device will always performthe de-registration. Alternatively
the | ease of the dynamic |IP address HoAll will expire upon which LM
w Il renove the binding.

In the event that the ongoing session outlives the | ease of HoAll,
MN11 will need to renew the |l ease with the | P address all ocation
function in the first network.

More details on dynamcally providing nobility support are found in
[ID seite-dnmmdma], [ID.|iu-dmm dynam c-anchor-di scussion],

[1D. bernardos-dmmpm p], [I-D.ma-dmarm p], and [ID. sari kaya-dnmm
dm pv6] .

[1-D.seite-dmm dma] describes dynamc nobility managenent using

PM Pv6. In that docunent, MR, LM and the HoA all ocation functions
are co-|located at the access router in a flat network.
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[ Paper - Net . based. DVMM, or equivalently the draft [I-D. seite-dmdmg],
al so describes dynam c nobility managenent in which the MR and the
HoA al | ocation functions are both co-located at the access router,
whereas the LMinformation in each of these access routers are |inked
toget her under the hierarchy of a centralized LM server.

[ Paper - Host . based. DMM described fully distributed dynam c nobility
managenment using M Pv6. An access nobility anchor (AMA) is
introduced as a nobility anchor that provides the MR LM and HoA

al l ocation functions. As a host-based DMM protocol, an MN is all owed
to signal its novenent to a serving AMA co-located at an access
router. The serving AMA signals to other AMAs associated to the
active sessions of the MN that enabl e session continuity for the
sessions anchored to the other AMAs. No centralized LM server is
required.

[I D sari kaya-dmm dm pv6] al so descri bed dynam c nobility managenent
for a flat network, with separate data plane and control plane. The
needed aut hentication is al so descri bed.

[ 1 D. bernardos-dmm pm p] co-locates the honme prefix allocation
function and the nobility routing function at the access router,
which is then named Mobility Anchor and Access Router (MAAR) in that
draft. The LM function is centralized and is named Central Mbility
Dat abase (CMD).

[1-D.ma-dnm arm p] agai n descri bes dynam c nobility managenent in
which the MR and the HoA allocation function are both co-I| ocated at
t he access router.

[ID.liu-dnm dynam c-anchor-di scussi on] describes the gaps and
ext ensi ons needed to acconplish dynam c nobility nanagenent.

7.2. Route optimzation of DWVWM scenari os

The distributed architecture has al ready enabled dynamc nobility
managenent, as is described in [I-D.seite-dmdma], even when the
routes are not optimzed. Route optim zation nechani sm can be
achieved in addition to dynamc nobility.

Wth the above architecture, there are a nunber of ways to enable
reachability of an MN by packets sent froma CN using the nobility
routing function.

The target to avoid unnecessarily long route is the direct route
instead of a triangular route. 1In general, when a packet is sent
froma CNin one network to an MN in another network, the direct
route consists of the following 3 routing segnents (RS):
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RS1.CN-MR(CN): the route segnent fromthe CN to the nearest MR

RS2. MR(CN)- MR(MN) :  the route segnent fromthe MR serving (and
t herefore being closest to) the CNto the MR serving the M\, and

RS3. MR(MN)-MN:  the route segnent fromthe MR serving the MNto the
IVN.

One may therefore exam ne the route optim zati on nechanismin terns
of these 3 routing segnents. In the first segment RS1: CN-MR(CN), the
alternatives are:

RS1. CN- MR(CN) . anycast: Use anycast to route the packet to the
nearest MR function. Here, each MR includes all the HoAs in its
route announcenent as if each of themis the destination for the
HoA. Such route announcenents will affect the routing table such
that the packet destined to an HOA will be routed to the nearest
MR. The use of anycast to reach the nearest HA has been used in
[ Paper-M grating. Home. Agents] but with a different distributed
architecture of duplicating many HAs. It is again proposed in
[ Paper-Di stributed. Mbility. PM P]

RS1.CN-MR(CN).gw/ ar: Co-locate the MR function at a conveni ent
| ocation to which the packet will always pass. Such |ocations nay
be the gateway router or the access router. This approach wll be
descri bed | ater.
It is noted here that in a PMPv6 design with a hierarchi cal
network, the MAG generally is at the access router but LMA can be
in the gateway router of a network. \Wether a distributed
nmobi ity design enhances the MAG or the LMA may involve quite
di fferent nechanisns. Yet when | ooking at the |ogical function,
it is basically the same MR function whether this function co-
| ocates with the access router or the gateway router. This draft
t herefore put both approaches together. There is however a
difference that the access router needs to perform proxy function
when using PM Pv6. Yet the logical MR functions are the sane.
It is again noted that in flattened network, the access router and
the gateway router may nerge together. Wth they are nerged, the
needed function is again the sane |ogical MR function.

In the second segnent RS2. MR(CN)- MR(MN), the alternatives are:

RS2. MR(CN) - MR(MWN) . query: The MR query the LM dat abase and use the

result to tunnel the packet to the MR serving the MN. In order
words, the MR pulls the needed internetwork |ocation information
fromthe LM server. There will be a delay owing to the tinme taken

to send this query and to receive the reply. Optionally, before
receiving the reply, the first packet or the first few packets may
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be forwarded using mp or pmp. Then the first packet may incur a
triangle route rather than to wait for the query reply. After
receiving the reply, the packet will be tunneled to the MR(MN).
The result may be cached for forwardi ng subsequent packets.

RS2. MR(CN) - MR(MN) . push: The MR routes the first packet to the hone
network using the existing MPv6 or PM Pv6 nmechanism It wll
then be intercepted by the MR of the MN which, with the hel p of
LM knows whether the MN has noved to a different network and use
the mapping in LMto tunnel the packet to the MR of the MN. Then
the MR of the MNw il inform MR of the CN to tunnel the packet
directly to the MR of the MNin future. |In order words, after
MR(CN) has forwarded the first packet to MR(MN), the MR(MN) is
triggered to push the location information to MR(CN). The MR of
the CN may keep this information in its cache nmenory for
f orwar di ng subsequent packets.

In the final segnment RS3. MR(MN)-MN, the MR nmay keep track of the
| ocation of MN and route to it using its intra-network nobility
managenent nmechani sm

D fferent designs using the above architecture can be made by taking
different conbinations of the different designs in the different
route segnents. For exanple, the overall design of DVM may be:

1. RSL.CN-MR(CN).anycast followed by RS2. MR(CN)- MR(MWN). query:
2. RS1.CN-MR(CN).anycast followed by RS2. MR(CN) - MR(MWN) . push:

An exanple is [Paper-Distributed. Mobility.PMP] which is
expl ai ned for network-based nobile IP but is also applicable to
host - based nobile IP.

3. RS1.CN-MR(CN).gw ar followed by RS2. MR(CN) - MR( MN) . query:

An exanple is in [I-D.luo-dmm pm p- based- dnm approach] or
[1-D.I'iu-dmm pm p- based- dmm approach] in which the MR function is
co-located at the MAG which is usually at the access router.

Here, when CN is also an MN using PM Pv6, the packet sent fromit
naturally goes to the access router which takes the | ogical
function of MR so that it will query the LM which resides in the
LMA. It then uses the query result to tunnel the packet to the
MR(MN), which resides in the AR/ MAG of the destination MN\. The
signaling flow and other details are described in the referenced
draft.

Anot her exanple is in [I-D.jikimdmpmp]. |In the signal driven
approach, the MR is co-located the access router, which is
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consi dered as an extension of MAG The MR i.e., the extended
MAG, serving the CN queries the LM and cache the result so that
it can tunnel packets to the MR serving the destination M\

[I-D.1iebsch-nmext-dmm nat-phl] also co-locates the MR at the
gateways. The gateway which serves the network of transmtting
node and where the MR is co-located is called the Ingress router,
whereas that at the network of the MN at the receiving side is
called egress router. Instead of tunneling between these 2

gat eways, header rewite using NAT is used to forward the packet
t hrough the internetwork route segnent.

4. RSL1.CN-MR(CN).gw ar followed by RS2. MR(CN)-MR(M) . push
Anot her exanple is described in [Paper-
Di stributed. Mbility. Managenment].
8. Security Considerations

TBD

9. | ANA Consi der ati ons

None
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