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Abstract

Thi s docunent introduces a franmework for nobility nanagenent
protocols in terns of their key, abstract |ogical functions. W

expl ain how the framework is capable of presenting a unified view,
reducing the clutter that prevents a casual reader from understanding
the commonal ities between different approaches in nobility
managenent. A first order application of this framework is to enable
us to exani ne previously standardi zed nobility managenent protocols,
such as M Pv6 and PMPv6 (as well as several of their extensions),
and describe their core functionality in ternms of different
configurations of the |ogical functions defined by the franmework.
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1

I nt roducti on

Wiile there is ongoing research on new protocols for distributed
nobi ity nmanagenent (DMM), it has al so been proposed, e.g., in

[ Paper-Di stributed. Mobility.PMP] and in other publications, that a
DMM architecture can be designed using primarily existing nmobility
managenent protocols with some extensions. This is reflected in the
requirenment included in [I-D.ietf-dnmrequirenments]: distributed
nmobi ity managenment is to first use existing protocols and their

ext ensi ons before considering new protocol designs. Al though this a
key requirenent as we nove forward, it does not point to which
extensi ons are needed | et al one how to devise them

Mobile I Pv6 [ RFC6275], for instance, which is a logically centralized
nmobi ity managenment approach addressing primarily hierarchical nobile
net wor ks, has nunerous variants and extensions including, PMPv6

[ RFC5213], Hierarchical MPv6 (HMPv6) [RFC5380], Fast M Pv6 (FM Pv6)
[ RFC5568] [ RFC4988], Proxy-based FM Pv6 (PFM Pv6) [RFC5949], just to
nane a few. These variants or extensions of M Pv6 have been

devel oped over the years owing to the different needs that have been
arising ever since the first MP specification cane into life. This
docunent argues that we can gain much nore insight into the design
space of DMM protocols by abstracting the functionality of existing
mobi l ity managenent protocols in terns of |ogical functions.

Different variants of existing nobility managenent protocols can then
be expressed as different design variations of how t hese | ogi cal
functions are put together. The result is a rich framework that can
express sophisticated functionalities in a nore straightforward
manner. Wat is nore, this docunent shows how to reconfigure these

| ogi cal functions towards various distributed nobility managenent

desi gns.

The rest of this docunent is organized as follows. After setting the
stage with conventions and term nology in the foll ow ng section,
Section 3 introduces the framework abstractions, based on conmon
functionality we observe in the current crop of nobility managenent
protocols. This includes three |ogical functions, nanely, honme
address allocation, routing managenent and | ocati on managenent. Such
functional deconposition will enable us to clearly separate data and
control plane functionality, and gives us the flexibility in an

i npl ementation to position said |logical functions at their nost
appropriate places in the systemdesign. Next, Section 4 shows that
t hese | ogical functions can indeed performthe sanme functions as
maj or existing nobility protocols. These functions therefore becone
the foundation for a unified franework upon which different designs
of distributed nobility managenment may be built upon. Finally,
Section 5 presents scenarios where the functional aspects of the
framework are illustrated.
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2.

Conventions and Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Al'l general nobility-related terns and their acronyns used in this
docunent are to be interpreted as defined in the Mbile | Pv6 base
speci fication [ RFC6275] and in the Proxy Mbile | Pv6 specification
[ RFC5213]. This includes terns such as nobile node (W),
correspondent node (CN), hone agent (HA), hone address (HoA), care-
of -address (CoA), local nobility anchor (LMA), and nobil e access
gat eway ( MAG) .

In addition, this docunent uses the following term

Home network of an application session (or of an HoA) is the network
that has allocated the I P address (HoA) used for the session
identifier by the application running in an MN.  An MN may be
running mul tiple application sessions, and each of these sessions
can have a different hone networKk.

Mobi I ity Managenent Logical Functions

Functional entity (FE) deconposition is an often-used engi neering
approach that enables us to look at the simlarities and differences
of conplex systens whil e keeping track of their inportant operational
aspects. Earlier work, for instance, in the European research

proj ect Anbient Networks investigated how to create an advanced and
forward-| ooking architecture aimng primarily for nobile and wrel ess
networ ks [ Book-AN]. A key goal was to design nechanisns that can be
deployed in a variety of settings (ad-hoc or operator-controlled) and
scale fromsmall home networks with little human supervision to
sensor networks depl oyed over | arge geographical areas with limted
resources, to large professionally-managed infrastructure networks.
The project put forward the concept of the Anmbient Control Space
(ACS) which relies on only three interfaces; interested readers can
find nore details in [Book-AN].

Wthin the ACS, novel nobility managenent nechani sns were devel oped
based on the concept of self-containing Functional Entities (FEs)

whi ch featured well-defined interfaces and interactions with each
other. This systematic deconposition enabled the devel opnent of
several nobility managenent nechani sns whi ch put enphasis on

di fferent aspects. Exanples of these approaches include the Generic
Li nk Layer [Paper-G.L], Milti-radi o Resource Managenent [ Paper-VRRM,
and [ Paper-NCDEI D], which has sone simlarities with HP. Later work
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in this area capitalized on the established FEs wthin the ACS to
defi ne new nmechani sns, that were not originally envisioned, such as
[ Paper - ANHASA] .

Followi ng this tradition, this docunent applies a sim/lar approach to
| ogi cal |y deconposing nobility managenent functions. This way we can
establish a common framework that will enable us to reason about DWM
functionality with well-defined and wel | -understood FEs or | ogical
functions. As a first step, the DVMM Framework presented in this
docurent denonstrates that the existing nobility nmanagenment functions
of MPv6, PMPv6, and HM Pv6 can be abstracted into the foll ow ng

| ogi cal functions:

1. Session identification (SID): An MWN may use an SID to enable
session continuity for an application during handover.
Alternatively, a separate |IP address different fromthe routing
| P address, such as that used previously in the hone network
where the application was initiated, may be used as the SID.

Then, this function is tied to the IP prefix function at the hone
network. In addition, an MNwith nmultiple ongoing applications
may use nmultiple prefixes. This function is able to associate
each prefix with the applications actively using the prefix and
rel ease the prefix when no application needs to use it anynore.

2. Location managenent (LM : The LM function keeps track of the
i nternetwork | ocation of an MN which nmay change its | P address as
it noves. The information may associate with each SID, the IP
routi ng address of the MN, or of a node that can forward packets
destined to the IMN.

In a client-server nodel of the system |ocation query and update
nmessages nmay be exchanged between the client (LM) and the server
(LMs). Optionally, one (or nore) proxy may exist between the LM
and the LMc, i.e., LMs-proxy-LMc. Then, to the LMs, the proxy

behaves like the LMc; to the LMc, the proxy behaves |ike the LMs.

3. Routing Managenent (RM function: In principle, it is possible to
update the routing tables according to the LMinformation. Yet
it is sometinmes not practical or not scalable to update the
routing tables dynamcally to reflect the fast changes of
| ocations especially when a very large nunber of MNs are in the
Internet. The RMfunction is then an additional routing function
beyond those provided by the routing tables, such as forwarding
packets using a tunnel, rewiting a packet header to route using

another I P address. It is often sufficient to have this
additional function in only a limted nunber of special routers.
Then, the RMfunction in these routers will need to intercept the

packets to/fromthe MN and forward the packets, based on the
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internetwork location information, either to the destination or
to sone other network el enment that knows how to forward the
packets to the destination.

In addition, the Access Router (AR) |ogical function provides first-
hop network access and includes functionality bel ow the network

| ayer, e.g. radio comunication facilities. An AR may provi de hone
address allocation as well as act as RM

4. Mbility Protocol Functional Deconposition

This section shows that existing nobility managenent protocols can be
expressed as different configurations of the |ogical functions
introduced in Section 3 above. Using these generic |ogical

functions, we will build up the existing nobility protocols one step
at atinme in the follow ng sequence: M Pv6, PMPv6, HM Pv6, and HAHA
Functions are added and nodi fied as needed in each step.

4.1. Deconposing Mbile |IPv6

Fig. 1 illustrates the Mbile IPv6 [ RFC6275] functional deconposition
using the logical functions introduced in Section 3. The conbination
of the RM LM and HoA allocation |ogical functions in Networkl
effectively defines the honme agent or the nobility anchor. 1In the
depi cted network scenario, the nobile node designated as MN11 was
originally attached to Networkl and was allocated an IP prefix for
its hone address (HoAll). At a later stage, MN11l noves to Network3,
where it is allocated a new prefix to configure the I P address |P32.
LML mai ntai ns the binding HoAl1l:1 P32 so that packets fromits
correspondent node CN21 in Network2 destined to HoAll can be
intercepted by RML, which will then tunnel themto IP32. MN11 nust
perform nmobility signaling using the LU function.
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Net wor k1 Net wor k3 Net wor k2
SI D11, | P32
+----- +
| LML |
+-- - - - +
| ocati on=I P32
HoAl al c IP3 alc P2 alc
I
I
S g +
| RML |
S +
-t - -+ +----+
I | | MNL| I I
| MN31| | +RM | | CN21|
I || +LMe| I I
. e T +----+
SI D11 P31 P32,
=l P11 SI D11

Figure 1. Functional deconposition of Mbile |IPv6

4. 2. From M Pv6 to PM Pv6

The functional deconposition of Proxy Mbile IPv6 [ RFC5213] according
to the proposed franmework is shown in Fig. 2. In PMPv6, the
conbination of LM RM and HoA allocation effectively defines the
Local Mobility Anchor (LMA). The conbination of AR and LU toget her
wi th additional signaling with MN conprises the Mbile Access Gat eway
(MAG. Inthe figure, MN11l is attached to the access router AR31

whi ch has the I P address 1P31 in Network3. LML nmaintains the binding
HoAl11:1P31. The access router AR31 al so behaves like a honme link to
MN11 so that MN11 can use its original |IP address HoAll.
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Net wor k1 Net wor k3 Net wor k2
SI D11, | P31
+----- +
| LML |
+-- - - - +
HoAl al ¢ I P3 alc | P2 alc
I
I
+----- +
| RML |
+-- - - - +
+----+ +----+
| AR31| I I
| +RM | | CN21|
| +LMc| I I
. +----+ +----+
SI D11 | P31
=l P11 |
I
+----+
| MNL1|
+----+
SI D11
=l P11

Figure 2. Functional deconposition of PMPv6

M Pv6 and PM Pv6 both enpl oy the sane concept of separating the
session identifier (HoA) fromthe routing address (CoA). Fig. 3
contrasts (a) MPve with (b) PMPv6 by illustrating the destination

| P address in the network-|ayer header as a packet traverses the
network fromthe CNto the MN. Note that M Pv6 and PM Pv6 bundl e
three nobility managenent | ogical functions, nanely, LML, |P1 prefix
all ocation and RML into the hone agent (HA) and Local Mbility Anchor
(LMA), respectively.

Fig. 3 shows that, as far as data-plane traffic is concerned, routing
fromCNto MHLU in MPv6 is simlar to the route fromCNto AR+tLU in
PM Pv6. The difference is in that in the forner case, the MN with
the LU function is substituted by the conbination of the AR wth the
LU function and the MN. While additional signaling is needed to
enabl e the conbi nati on of AR+LU and MN to behave |ike M\+LU in M Pv6,
such signaling can be confined between the AR+tLU and the MN only. It
can therefore be seen under this unified formulation, that a host-
based nobility managenent protocol can be translated using this
substitution into a network-based nobility managenent protocol and
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Vi ce versa.

(a) M Pv6:

+-- -+ Fomm -+
|SID --> |SID SID|
|| | |---
| | 1P|
+---+ Foe o - -+
CN RM

(b) PM Pvé6:

+-- -+ oo -+
|SID --> |SID SID|
|| | |---
| | 1P|
+-- -+ R
CN RM

DWVM Fr amewor k

+-- -+
| SI D
|-~

=> | I P |
+---+
M\+RM+-LIVE
- - +-- -+ +-- -+
|SIDSID -->|SID
|---1 | |

=> 1P| | |
+-- o - - -+ +---+
AR+RM+LMe

Figure 3. Network layer in the protocol

the CN and tunneled (a) to the M\HRWLM: in M Pv6;

Cct ober 2013

stack of packets sent from
and (b) to the AR+

RMtLMc in PM Pv6 showi ng the destination |IP address as the packet
traverses fromthe CN to the M\

4. 3. Hi erarchi ca

The functional deconposition of Hierarchical
Besi des the | ogi cal
prefix allocation in Networkl,
PM Pv6, there is an RM function (RMVB)

shown in Fig. 4.

Mobi | e | Pv6

Mobi |l e 1 Pv6 [ RFC5380] is
functions LML, RML,
as we have seen above for

and HoAl

M Pv6 and
in the visited network

(Network3). RMB acts also as a proxy between LML and MN11 in the
hi erarchi cal LM function LML--RM--M11
LM bi ndi ng HoAl1l: RMB while RM3 tracks the LM bi ndi ng HoAl1l:1P32. The
combi ned function of RMand the LM proxy function is the Mbility

Anchor Poi nt ( MAP).

Chan, et al.
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Net wor k1 Net wor k3 Net wor k2
+----- +
| LML |
+----- +
HoAl al c I P3 alc | P2 alc
I
I
+o- e - + +o- e - +
| RML | | RVB |
I I |+ LM |
I I | proxy|
+----- + +----- +
[\
/ \
/ \
- - -+ +----+
| AR31| | MN11| | |
| +RM | | +RM | | CN21|
| +LME| | +LMe| | |
. R T +----+
SI D11 | P31 SID11,
=l P11 | | P32
+--|--+
| MN31
+----+
SI D11
=l P11

Figure 4. Functional deconposition of Hi erarchical Mbile | Pv6
Note that as depicted in Fig. 4, if M1l takes the place of M3l
which is attached to AR31, the resulting nobility nanagenent becones
net wor k- based.

Distributing Mobility Anchors

As we have seen so far, the framework is sufficiently expressive to

enabl e us to deconpose the nagjor MPv6 variants. It is possible to
replicate the nobility anchoring function for any of M Pv6, PM Pv6,
or HM Pv6, in nultiple networks as shown in Fig. 5 which illustrates

such an exanple wth three networks.

Chan, et al. Expires April 24, 2014 [ Page 10]
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Net wor k1 Net wor k3 Net wor k2
S + S + S +
| LML | | LMB | | LM |
+----- + +----- + +----- +
HoAl al c HoA3 al c HoA2 al c
| | |
| | |
S + S + S +
| RML | | RMVB | | RVR |
+----- + +----- + +----- +
/\
/ \
/ \
Fomoot -+ +---- 4+
| AR31| | MNL11| | CN21|
| +RM | | +RM | | |
| +LMe| | +LMe| | |
. Fomeot oo+ +--- -+
SI D11 | P31 SI D11,
=l P11 | | P32
+--|--+
| MN31|
+--- -+
SI D11
=l P11
Figure 5. Distributing nobility anchors using the DV Framewor k

| ogi cal functions

4.5. Mgrating Honme Agents

Chan, et al.

When all logical functions of the Franework are bundled into a single
entity e.g., a home agent in MPv6 or a local nobility anchor in

PM Pv6, in a single network, the result is triangular routing when
the MN and the CN are in networks close to each other but are far
fromthe anchor point. A nmethod to solve the triangle routing
problemis to duplicate the anchor points in many networks in

di fferent geographic |ocations as advocated in

[ Paper-M grating. Horme. Agents]. A functional deconposition of

M grating Hone Agents is shown in Fig. 6: the RMfunction is
avai l abl e in each of the three networks Networkl, Network2, and

Net wor k3. The LM function in each network (LMD) contains the LM
information for all three networks. Each RMin each network
advertises the HoOA I P prefixes of all these networks using anycast.
Traffic fromCN21 in Network2 destined to HoAll will therefore be
intercepted by the RMnearest to the CN, i.e. RMWM2 in the exanple of
Fig. 6. Using the LMinformation in LM), RM2 will use the binding

Expires April 24, 2014 [ Page 11]
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HoAl11:1 P32 to tunnel the packets to M1l
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Net wor k1 Net wor k3 Net wor k2
S g + S g + S g +
| LMD | ------ | LMD | ------ | LM |
S + S + S +
HoAl al c HoA3 al c HoA2 al c
| | |
| | |
S g + S g + S g +
| RML | | RMVB | | RMVR |
S + S + S +
/I \
/ \
/ \
e T +----+
| AR31| | MNL1| | |
| +RM | | +RM | | CN21|
| +LMe| | +LME] | |
. +----+ +----+ +----+
SI D11 | P31 SID11,
=l P11 | | P32
+--|--+
| MN31|
+----+
SI D11
=l P11
Figure 6. Functional deconposition of Mgrating Home Agents
Simlarly, traffic originating from W11 will be served by its

nearest RM ( RVB).
synchroni zation of all honme agents becones a chal |l enge
in [Paper-SM3d]. In addition, the anpount of signaling
necessary for synchronizing the home agents nay becone
both the nunber of nobile nodes and the nunber of hone

Triangular routing is therefore avoi ded.

Yet the
as di scussed
traffic

excessi ve when
agent s

beconmes net wor k-

i ncrease.

As before, if MN11 in Fig. 6 takes the place of MN31 which is
attached to AR31, the resulting nobility managenent

based.

5. DWM Functional Deconposition Scenari os

This section covers the functional description of DVWM

Chan, et al. Expires April 24, 2014
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5.

5.

1

1

the scenarios present a way to distribute the logical nobility
functions.

FIl at Network Scenari o

In a flat network, the logical functions may all be |ocated at the AR
as shown in Figs. 7 and 8, respectively. For exanple,
[1-D.seite-dmm dma] and [I-D. bernardos-dnmdi stri but ed-anchoring] are
PM Pv6- based i npl enentations of this scenario. These two figures
depict the network- and client-based distributed nobility nanagenent
scenari os, respectively. AR is expected to support the HoA

all ocation function. Then, depending on the nobility situation of
the M\, the AR can run different functions:

1. AR can act as a standard IP router;

2. AR can provide the RMfunction (i.e. act as nobility anchor);
3. AR can provide the LU function;

4. AR can provide both RM and LU functi ons.

1. Network-based Mbility Managenent

The functional deconposition of network-based nobility managenent is
depicted in Fig. 7. In case (1), M\l attaches to ARL. AR advertises
the prefix HoAlL to MNL and then acts as a legacy IP router. M1
initiates a comruni cation with CN11

In case (2), M\l perfornms a handover fromARL to AR3 while

mai nt ai ni ng ongoi ng | P communi cation with CN11. ARl becones the

nmobi ity anchor for the MNL-CN11 I P conmunication: ARL runs RM and LM
functions on behalf of MN1. AR3 perforns LU up to the LMin ARL: AR3
indicates to ARL the new | ocation of the MN1. AR3 allocates a new I P
prefix (HoA3) for new | P communi cations. That is, HoA3 is used for
all new I P communications, e.g., if MNL initiates |IP comunication
with CN21. AR3 shall act as a legacy IP router for M1-CN21
conmuni cat i on.

In case (3), MNL performs a handover fromARL to AR2 with ongoing IP
communi cation with CN11 and CN21. ARl is the nobility anchor for the
IMN1- CN11 | P communi cation. AR3 becones the nobility anchor for the
IMN1- CN21 | P comunication. Both ARL and AR3 run RM and LM functions
for MNL, respectively, anchoring HoAl and HoA3. AR2 perfornms

| ocation updates up to the LMs in ARl and AR3 for respectively

rel ocate HoAl and HoA3.

Chan, et al. Expires April 24, 2014 [ Page 13]
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Net wor k1 Net wor k1 Net wor k3
+----+ HoAl al c +----+ HoAl al c HoA3 al +----+
| CN11| +----- + | CN11| +----- + +----- + | CN21|
| |------ I I | |------ | RML |------ I |------- | |
+----4+ | | +----4+ | LML [------ | LU3L | +----4+
| AR1 | | AR1 | | AR3 |
| | | | | |
S + S + S +
I I
I I
| |
+--- -+ +--- -+
| MNL | | MNL |
| | | |
+----+ +----+
HoAl1l HoAl1,
HoA31
(1) (2)
Net wor k2
Net wor k1 HoA2 al
+----+ HoAl al c +----- +
| CN11| oo + | |
| |------ | RML |----------------- | LU21 | ------- +
+----+ | LML |----mmmmmm e - - | AR2 | |
| ARL | | | I
| | Net wor k3 oo + |
+o-- - + HoA3 al | | +----+
t----- + || | MNL |
oo | RVB |-~ - | |
| CN21| |[LMB |-------- +----+
I EEEEE | | HoALL,
+----+ | AR3 | HoA31
b (3)
Figure 7. Network-based DMM architecture for a flat network
5.1.2. dient-based Mbility Managenent
The functional deconposition of client-based nobility nmanagenent is
depicted in Fig. 8 In case (1), M\l attaches to ARL. AR advertises

the prefix HoAl to MN1 and then acts as a |legacy IP router.
initiates a comrunication with CNL1.

VN1

In case (2), MNL perfornms a handover from ARL to AR3 while

mai nt ai ni ng ongoi ng | P communi cation with CN11. ARl becones the

mobi lity anchor for the MN1-CN11 I P comruni cation: ARL runs RM and LM
functions for MNL. The M perfornms LU directly up to the LMin ARl

Chan, et al. Expires April 24, 2014 [ Page 14]
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HoAl al c
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in this case AR3 acts as a proxy locator (pLU (e.g.
AR3 allocates a new I P prefix (HoA3) for new I P
HoA3 is supposed to be used for new I P
if MNL initiates I P communication with CN21.
IMN1- CN21 conmuni cati on.

Net wor k3

as a

5.

2.

Chan,

-+
| MNL |
| LU31

oot
HoAl1,
| P31

(1) (2)
Figure 8. dient-based DM architecture for a flat network

DW with Control and Data Pl ane Separation

This section considers a scenario which involves multiple RV and a
di stributed LM database. The different use case scenari os of

di stributed nobility managenent are described in

[1-D. yokota-dmm scenario] as well as in

[ Paper-Di stributed. Mobility. Review]. The functional deconposition
described in this docunent can be used to understand better the data
and control plane separation.

Fig. 9 shows an exanple DVMMtopology with the sane three networks we
have been using in Fig. 5. As in Fig. 5 each network in Fig. 9 has
its owmn IP prefix allocation function. |In the data plane, the
routi ng managenent function is distributed to multiple |ocations at
the RMs so that routing can be optimzed. 1In the control plane, the
RMs may exchange information with each other.

In addition to these features, the LMfunction in Fig. 9 is a
di stributed database, possibly inplenmented with nmultiple virtual
physi cal servers, handling the mapping of HoA to CoA

or
To perform

et al. Expires April 24, 2014 [ Page 15]
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routi ng managenent, the RVMs need the | ocation information which is
mai ntai ned at LML, LM2, and LM3. The RMs are, therefore, the clients
of the LM servers and may al so send | ocation updates to the LMas the
MNs performthe handover. The location information may either be
pulled fromthe LM servers by the RM or pushed to the RM by the LM
servers. In addition, the RM may al so cache a |imted anount of

| ocation informtion.

Net wor k1 Net wor k3 Net wor k2
S + S + S +
| LML | | LMB | | LM |
oo - + oo - + oo - +
HoAl al c HoA3 al c HoA2 al c
| \\ I ]\ 1|
I A /A
| \ \/ | \/ / |
| \ /N N |
| \/ \ |/ \/ |
| I\ I\ I\ |
| A U A R U |
| / I\ | I\ \ |
|/ \' o
| 1/ \ |/ \ o\
oo - + oo - + oo - +
| RML | ------ | RVB | ------ | RV |
+----- + +----- + +----- +
/I \
/ \
/ \
Fommot oot +o---+
| AR31| | MNL1| | |
| +RM | | +RM | | CN21|
| +LME| | +LMe| | |
. Fommet oot +----+
Sl D11 | P31 SI D11,
=l P11 | | P32
+--!-+
| MN31|
+----+
SI D11
=l P11
Figure 9. DWW wth Control and Data Pl ane Separation

Fig. 9 illustrates three RMs (RML, RMZ,
In this scenario we take that

Chan, et al.
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and RMB)
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in three networks.
MN11 has noved from Networkl supported
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8.

8.

1

2.

by RML and LML to Network3 supported by RM3 and LMB. MN11l may use

t he homa address (HoAll) allocated to it when it was directly
connected to the former network for those application sessions that
were started when the nobile node was attached there and do require
session continuity after the handover to the latter network. Wen
MN11 is connected to Networkl, no |location managenent is needed; LML
will not keep an entry for HoAll. After M1l handovers to Network3,
the LML server maintains a mapping of HoAll to RMB. That is, LM
points to Network3 and it is this network that will keep track of how
to reach MN11. Such a hierarchical nmapping can prevent frequent
signaling updates to LML, as MN11l perforns intra-network handover(s)
within the Network3 domain. 1In other words, the concept of

hi erarchical nobile IP [RFC5380] is applied here for |ocation
managenment only but not for data plane routing.

Security Considerations

TBD

| ANA Consi derati ons

Thi s docunent presents no | ANA consi derations.
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Appendi x A.  Conparing agai nst DMM requi renents

RFC 5568,

B., and F.

RFC 5949,

“"Mobility Support

Thi s section exam nes how the framework neets the DMM requirenents.

A.l. First DM requirement: distributed processing

The framework has defined a set of mmfunctions which can be

inmpl emented in a distributed fashion. As further evidence, the
docunent expl ains how the mm functions can be used to inplenent in a
di stri buted manner the major nm protocols (MPv6, PMPv6, HM P, DVA

VHA) .
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A. 2. Second DMMrequirenent: Transparency to upper |ayers when needed

In the framework, transparency depends on how the RMfunctions is

i npl enented. This draft has already shown that using the framework
one can express, for exanple, PM P and DVA, which are transparent to
t he upper | ayers.

A.3. Third DW requirenent: |Pv6 depl oynent

The framework is not tied to a particular |IP version, and therefore
supports | Pv6 depl oynent.

A. 4. Fourth DM requirenent: Existing nobility protocols
This draft has already described how to express the functionality of
several mm protocols (MPv6, PMPv6, HM P, DVA, MHA). NMore cases can
be added as feedback is received.

A.5. Fifth DM requirenment: co-existence
The framework enabl es the expression of existing protocols in
functions that can be extended to provide distributed nobility
support, and can be nade backwards conpatible wth existing
i npl enent ati ons.

A.6. Sixth DM requirenment: Security considerations
Security risks are associated with the particular DWW sol ution. The
framework is flexible and does not restrict DVMM solutions in a way
that the DMM sol ution can increase security risks.

A. 7. Seventh DW requirenent: nulticast

It appears possible to extend the framework by deconposi ng nul ti nob
solutions with the framework.
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