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Abstract

Thi s docunent introduces a franmework for nobility managenent
protocols in terns of their key abstracted |ogical functions. The
framework is capable of presenting a unified view, reducing the
clutter that obscures a casual reader from understanding the

commonal ities between different approaches in nobility managenent. A
first order application of this framework allows us to exam ne

previ ously standardi zed nobility managenent protocols, such as M Pv6
and PM Pv6 (as well as several of their extensions), and describe
their core functionality in terms of different configurations of the

| ogi cal functions defined by the franmework.
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1

1

I nt roducti on

Wiile there is ongoing research on new protocols for distributed
nobi ity nmanagenent (DMM), it has al so been proposed, e.g., in

[ Paper-Di stributed. Mobility.PMP] and in other publications, that a
di stributed nobility managenent architecture can be designed using
primarily existing nmobility managenent protocols with sonme
extensions. This is reflected in the requirenent presented in [ID
drmmrequirenments]: distributed nobility managenent is to first use
exi sting protocols and their extensions before considering new

prot ocol designs.

Mobil e I Pv6 [ RFC6275], which is a logically centralized nobility
managenent approach addressing primarily hierarchical nobile

net wor ks, has nunerous variants and extensions including, just to
nane a few, PM Pv6 [RFC5213], Hierarchical MPv6 (HM Pv6) [ RFC5380],
Fast M Pv6 (FM Pv6) [ RFC4068] [ RFC4988], Proxy-based FM Pv6 ( PFM Pv6)
[ RFC5949]. These variants or extensions of M Pv6 have been devel oped
over the years owing to the different needs that have been arising
ever since the first specification of MP cane into life.

Thi s docunment argues that we can gain much nore insights into this
desi gn space by abstracting functions of existing nobility managenent
protocols in terns of logical functions. Different variants of

exi sting nmobility managenent protocols can then be expressed as

di fferent design variations of how these |ogical functions are put
together. The result is a rich framework that can express

sophi sticated functionalities in a nore straightforward nmanner and
can be used to performgap anal ysis of existing protocols. Wat is
nore, this docunment shows how to reconfigure these |ogical functions
towards various distributed nobility managenent designs.

The foll ow ng subsection presents an overview of this docunent.
1. Overview

Section 3 proposes to abstract existing nobility managenent protocol
functions into three |ogical functions, nanely, hone address

all ocation, nobility routing and | ocation managenent. Such
functional deconposition will enable us to clearly separate data

pl ane and the control plane functionality, and gives us the
flexibility in an inplenmentation to position said |ogical functions
at their nost appropriate places in the system design.

Section 4 shows that these |ogical functions can indeed performthe
same functions as the major existing nmobility protocols. These
functions therefore becone the foundation for a unified franmework
upon which different designs of distributed nobility managenent may
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be built upon.

2. Conventions and Term nol ogy
2.1. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2.2. Term nol ogy

Al'l general nobility-related terns and their acronynms used in this
docunent are to be interpreted as defined in the Mbile | Pv6 base
specification [ RFC6275] and in the Proxy nobile | Pv6 specification

[ RFC5213]. These terns include nobile node (MN), correspondent node
(CN), honme agent (HA), local nobility anchor (LMA), and nobil e access
gat eway ( MAG) .

In addition, this docunent uses the follow ng ternmns:

Mobility routing (MR) is the logical function that intercepts
packets to/fromthe HoA of a nobile node and forwards them based
on internetwork |ocation information, either directly towards
their destination or to sone other network el enment that knows how
to forward the packets to their ultinmate destination

Honme address allocation is the logical function that allocates the
home network prefix or hone address to a nobil e node.

Locati on managenment (LM is the logical function that nmanages and
keeps track of the internetwork |location information of a nobile
node, which includes the mapping of the MN HoA to the MN routi ng
address or another network el enment that knows where to forward
packets destined for the N

Hone network of an application session (or an HoA I P address) is the
network that has allocated the I P address used as the session

identifier (HoA) by the application being run in an MN. The M
may be attached to nore than one hone networks.

3. Mobility Managenent Logi cal Functions

The existing nobility managenent functions of M Pv6, PM Pv6, and
HM Pv6 ca be abstracted into the follow ng |ogical functions:
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1. Anchoring: allocation of hone network prefix or HoA to an MN t hat
regi sters with the network;

2. Mbility Routing (MR) function: packets interception and
forwarding to/fromthe HoA of the MN, based on the internetwork
| ocation information, either to the destination or to sone other
network el enment that knows how to forward the packets to their
desti nati on;

3. Internetwork Location Managenent (LM function: managi ng and
keeping track of the internetwork |ocation of an M\, which
i ncl udes a mapping of the HoA to the nobility anchoring point
that the MN is anchored to;

4. Location Update (LU): provisioning of MN |location information to
the LM function;

5. Routing Control (RC): this logical function configures the
forwardi ng state of the nobility routing function.

4. Functional Representation of Existing Mbility Protocols

This section shows that existing nobility managenent protocols can be
expressed as different configurations of the |ogical functions
i ntroduced in Section 3 above.

Usi ng these generic logical functions, we wll build up the existing
mobility protocols one step at atinme in the foll ow ng sequence:

M Pv6, PM Pv6, HM Pv6, and HAHA. Functions are added and nodified as
needed in each step.

4.1. Mobile |Pv6

Figure 1 shows Mbile IPv6 [RFC6275] in a functional representation.
The conbi nation of the logical functions MR LMand HoA allocation in
networkl is the hone agent or the nobility anchor. The nobil e node
MN11 was originally attached to Networkl and was allocated the IP
prefix for its home address HoAll. After sone tine, M1l noved to
Net wor k3, fromwhich it is allocated a new prefix to configure the IP
address 1 P32. LML maintains the binding HoAl1l: I P32 so that packets
from CN21 in Network2 destined to HoAll wll be intercepted by MR1,
which will then tunnel themto IP32. M11 nust performnobility
signaling using the LU function.
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Figure 1. Functional deconposition of Mbile |IPv6.

4. 2. M Pv6 versus PM Pvb6

M Pv6 and PM Pv6 both enpl oy the sane concept of separating the
session identifier fromthe routing address into the HoA and CoA,

respectively. Figure 2

contrasts (a) MPv6 and (b) PM Pv6 by show ng

the destination IP address in the network-layer header as a packet
traverses froma CN to an M\

(a) M Pv6:

N S
| HOA| --> | HoA| HoA|
| | 1---]

. | | CoAl ==>
+-- -+ oo -+
CN MR
(b) PM Pvé6:
+---+ e

| HA| --> | HoA| HoA|

I I I | ---1

| | | | CoA| ==>
+---+ Fom e - -+

CN MR

-+
| HoA|
==
| CoA|
oo+
M\H+LU

e - -+ e -+
| HOA| HoA| --> | HoA|
| ---1 | | |

| CoA| | | |
foe e - -+ - -+

AR+LU WN

Figure 2. Network layer in the protocol stack of packets sent from

the CN and tunnel ed (a)

to the MHLU in MPv6; and (b) to the AR+LU

in PMPv6 showi ng the destination |IP address as the packet traverses

Chan, et al.

Expi res August 23, 2013

[ Page 6]



I nternet-Draft DMM f r amewor k February 2013

fromthe CN to the M.

Figure 2 shows that, as far as data-plane traffic is concerned,
routing fromCNto MHLU in MPv6 is simlar to the route fromCN to
AR+LU in PM Pv6. The difference is in that the MN wth the LU
function is substituted by the conbination of the ARwith the LU
function and the MN. While additional signaling is needed to enable
t he conbi nati on of AR+LU and MN to behave |ike M\WLU, such signaling
can be confined between the AR+LU and MN only. It can therefore be
seen under this unified fornulation, that a host-based nobility
managenent protocol can be translated using this substitution into a
net wor k- based nobility managenent protocol and vice versa.

M Pv6 and PM Pv6 bundle all three nobility managenent | ogi cal
functions: LML, IP1l prefix allocation, and MRL into the hone agent
(HA) and Local Mobility Anchor (LMA) respectively.

The functional representation of Proxy Mbile |Pv6 [ RFC5213] is shown
in Figure 3. In PMPv6, the conmbination of LM MR and HoA
allocation is the Local Mbility Anchor (LMA), whereas the AR+LU
conbi nation together with additional signaling with MN conprises the
Mobi | e Access Gateway (MAG. Here MN11 is attached to the access
router AR31 which has the I P address I1P31 in Network3. LML maintains
t he bi ndi ng HoAl11l:1P31. The access router AR31 al so behaves |ike a
home Iink to MN11 so that MN11l can use its original |IP address HoAll.
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Net wor k1 Net wor k3 Net wor k2
+----- +
| LML |
+----- +
HoAl al c | P3 alc | P2 alc
I
I
+----- +
| ML |
+----- +
+----+ +----+
| AR31| | CN21|
| +LU | I I
. +----+ +----+
HoAll | P31
I
I
+----+
| MN11|
+----+
HoAll

Figure 3. Functional representation of PM Pv6.
4.3. Hierarchical Mbile |IPv6

The functional representation of Hierarchical Mbile |Pv6 [ RFC5380]
is shown in Figure 4.
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Net wor k1 Net wor k3 Net wor k2
+----- +
| LML |
+----- +
HoAl al c I P3 alc | P2 alc
I
I
+o- e - + +o- e - +
| MRL | | MR3
I I |+ LM |
I I | proxy|
+----- + +----- +
[\
/ \
/ \
- - -+ +----+
| AR31| | MN11| | CN21
| +LU | [+LU | I I
. +----4+ 4----+4+ +----+4+
HoAl11 | P31 | P32,
| HoAl1l
+--|--+
| MN31
+----+

Figure 4. Functional representation of Hierarchical Mbile |Pv6.

Besi des the | ogical functions: LML, MR1L, and HoAl prefix allocation
in Networkl as MPv6 in Figure 2 and PMPv6 in Figure 3, there is an
MR function (MR3) in the visited network (Network3). MR3 is also a
proxy between LML and MN11 in the hierarchical LM function LM--NM3--
WMN11. That is, LML maintains the LM binding HoAll: MR3 while M3
keeps the LM bi ndi ng HoAl1l:1P32. The conbi ned function of MR and the
LM proxy function is the Mbility Anchor Point (MAP).

In Figure 4, if MN11l takes the place of MN31 which is attached to
AR31, the resulting nobility managenent becones networ k- based.

Distributing nobility anchors
It is possible to repeat the nobility anchoring function for any of

M Pv6, PM Pv6, or HM Pv6, in nultiple networks as shown in Figure 5
whi ch shows such an exanple with three networks.
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Net wor k1 Net wor k3 Net wor k2
+----- + +----- + +----- +
| LML | | LMB | | LM2 |
+----- + +----- + +----- +
HoAl al c HoA3 al ¢ HoA2 al c
I I I
I I I
+----- + +----- + +----- +
| MRL | | MR3 | | MR2 |
+----- + +----- + +----- +
/[ \
/ \
/ \
R T +----+
| AR31| | MN11]| | CN21
| +LU | | +LU | | |
. e T +----+
HoAll | P31 | P32,
| HoAll
+--|--+
| MN31|
+----+
Figure 5. Functional representation of distributing nobility

anchors.

4.5. Mgrating Honme Agents

When all these | ogical

functions are bundled into one single entity

Chan, et al.

e.g., a hone agent in MPv6 or a local nmobility anchor in PMPv6, in
a single network, the result is triangular routing when the M\ and
the CN are in networks close to each other but are far fromthe
anchor point.

A nmethod to solve the triangle routing problemis to duplicate the
anchor points in many networks in different geographic |ocations as
in [Paper-Mgrating. Home. Agents]. A functional representation of

M grating Home Agents is shown in Figure 6.
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Net wor k1 Net wor k3 Net wor k2
+----- + +----- + +----- +
| LMD [------ | LMD [------ | LM |
+----- + +----- + +----- +
HoAl al c HoA3 al ¢ HoA2 al c
I I I
I I I
+----- + +----- + +----- +
| MRL | | MR3 | | MR2 |
+----- + +----- + +----- +
/[ \
/ \
/ \
R T +----+
| AR31| | MN11]| | CN21
. F+----4+ F----+ +----4
HoAl1l | P31 | P32,
| HoAl1l
+--|--+
| MN31|
+----+

Figure 6. Functional representation of Mgrating Hone Agents.

Here, the MR function is available in each of the three networks

Net wor k1, Networ k2, and Network3. The LM function in each network
(LMD) contains the LMinformation for all networks. Each MR in each
networ k advertises the HoA I P prefixes of all these networks using
anycast. Traffic fromCN21 in Network2 destined to HoAll w |
therefore be intercepted by the MR nearest to CN, which is MR2.
Using the LMinformation in LM), MR2 will use the binding HoAll:1 P32
to tunnel the packets to M\11l

Simlarly, traffic originating from M\11 will be served by its
nearest MR (MR3). Triangular routing is therefore avoided. Yet the
synchroni zation of all home agents becones a chall enge as di scussed
in [Paper-SM3d]. |In addition, the anmount of signaling traffic needed
i n synchroni zing the honme agents may becone excessive when both the
nunber of nobile nodes and the nunber of home agents increase.

As before, if MN11 in Figure 6 takes the place of M\N31 which is

attached to AR31, the resulting nobility managenent becones networ k-
based.
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5. DWM Functi onal Scenari os

This section covers the functional description of DMM Basically,
the scenario presents a way to distribute the logical nobility
functions. Gap analysis wll be made on the functional scenari os.

5. 1. FI at Network Scenario

In a flat network, the logical functions in the functional
representation may all be | ocated at the AR as shown in Figures 7 and
8, respectively. These two figures depict the network- and client-
based distributed nobility managenent scenarios. The AR is expected
to support the HoA allocation function. Then, depending on the
nmobility situation of the M\, the AR can run different functions:

1. the AR can act as a |legacy IP router;
2. the AR can provide the MR function (i.e. act as nmobility anchor);
3. the AR can provide the LU functions;

4. the AR can provide both MR and LU functi ons.

For exanple, [I-D.seite-dmdma] and [I-D. bernardos-dmmdistributed-
anchoring] are PM Pv6 based inplenentation of this scenario.

5.1.1. Network-based Mbility Managenent

The functional description of network-based nobility nmanagenent is
depicted in Figure 7.

In case (1), M\l attaches to ARL. AR advertises prefix HoAl to ML
and then acts as a legacy IP router. ML initiates a conmunication
with CN11.

In case (2), M1 perfornms a handover from ARl to AR3 while

mai nt ai ni ng ongoi ng | P comuni cation with CN11. ARl becones the

nmobi ity anchor for the MNL-CN11 I P conmunication: ARL runs MR and LM
functions for MN1. AR3 perforns LU up to the LMin ARL: AR3
indicates to ARL the new | ocation of the MN1. AR3 allocates a new | P
prefix (HoA3) for new I P communications. HoA3 is supposed to be used
for new I P conmuni cation, e.g., if MNL initiates |IP comuni cation
with CN21. AR3 shall act as a legacy |IP router for M1-CN21
conmuni cat i on.

In case (3), M1 perfornms a handover fromARL to AR2Z with ongoing IP
communi cation with CN11 and CN21. ARl is the nobility anchor for the
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MN1- CN11 | P conmmuni cati on.
MN1- CN21 | P conmmuni cati on.
for MN1, respectively,

anmewor k

February 2013

AR3 becones the nobility anchor for the
Both AR1 and AR3 run MR and LM functions
anchoring HoAl and HoAS.

AR2 perforns

| ocation updates up to the LMs in ARL and AR3 for respectively

rel ocate HoAl and HoAS3.

Net wor k1 Net wor k1 Net wor k3
+----+ HoAl al c +----+ HoAl al c HoA3 al +----+
| CN11| +----- + | CN11| +----- + +----- + | CN21
I | | I | MRL | ------ | EEEEEE |
+----+ | | +----+ | LML |------ | LU3L | +----+
| AR1 | | AR1 | | AR3 |
| | | | | |
+----- + +----- + +----- +
| |
| |
| |
- -
| MNL | | MNL |
| | | |
+----+ +----+
HoAl1l HoAl1,
HoA31
(1) (2)
Net wor k2
Net wor k1 HoA2 al
+----+ HoAl al c +----- +
| CN11| +omm - + | |
| |------ | MRL |----------------- | LU21 | ------- +
+----+ | LML |----------------- | AR2 | |
| ARL | | | |
| | Net wor k3 +o--- - + |
+----- + HoA3 al | | +----+
t----- + || | MNL |
ook | MRS [ ==~ - | o
| CN21 | |LMB |-------- +--- -+
I EEEEEE | | HoAL1,
oo+ | AR3 | HoA31
Fooooo (3)
Figure 7. Network-based DWMM architecture for a flat network.
5.1.2. dient-based Mbility Managenent

The functi onal
depicted in Figure 8.

Chan, et al.

description of client-based nobility nmanagenent
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5.

In case (1), MNL attaches to ARL. AR advertises the prefix HoAl to
MNL1 then acts as a legacy IP router. Ml initiates a comuni cation
with CN11.

In case (2), M1 perfornms a handover fromARL to AR3 with ongoing IP
communi cation with CN11. ARl becones the nmobility anchor for the
IMN1- CN11 | P comunication: ARL runs MR and LM functions for MN1. The
MN performs LU directly up to the LMin ARL or via AR3; in this case
AR3 acts as a proxy locator (pLU (e.g. as a FAin MPv4). AR3

all ocates a new I P prefix (HoA3) for new | P comunications. HoA3 is
supposed to be used for new | P communi cations, e.g., if MNL initiates
I P communi cation with CN21. AR3 shall act as a legacy IP router for
IMN1- CN21 conmuni cati on.

Net wor k1 Net wor k1 Net wor k3
+----+ HoAl al c +----+ HoAl al c +----+
| CN11| +----- + | CN | +----- + +----- + | CN21
I | ------ I I I | ------ | MRL |------ I |------- I I
oot I I oot | LML |------ | pLU31| oo -t
| AR1 | | AR1 | | AR31
I I I I I I
F--e-- + F--e-- + F--e-- +
I I
I I
I I
+--- -+ +--- -+
| MNL | | MNL |
I I | LU31|
+----+ +----+
HoAll HoAl1l,
| P31
(1) (2)

2.

Figure 8. dient-based DMW architecture for a flat network.

Fully distributed scenario with separation of control and data
pl anes

This scenario considers nultiple MRs and a distributed LM dat abase.

The different use case scenarios of distributed nobility managenent
are described in [I-D.yokota-dmm scenario] as well as in [Paper-
Distributed. Mobility. Review]. The architecture described in this
docunent is mainly on separating the data plane fromthe control

pl ane.
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Figure 9 shows an exanple DMM architecture with the sane three
networks as in Figure 5. As is in Figure 5 each network in Figure 9
has its own IP prefix allocation function. 1In the data plane, the
nmobility routing function is distributed to nultiple |ocations at the
MRs so that routing can be optimzed. |In the control plane, the Ms
may exchange signaling with each other. |In addition to these
features in Figure 5 the LMfunction in Figure 9 is a distributed
dat abase, wth nmultiple servers, of the mapping of HoA to CoA

Chan, et al.

Net wor k1 Net wor k3 Net wor k2
+o-o-- + +o-o-- + +o-o-- +
| LML | | LMB | | LM |
S + S + S +
HoAl al c HoA3 al c HoA2 al c
| \\ [ |\ I 1|
I /] \ [
| \ \/ | \/ / |
| \ /N ] /N |
| \/ \ |/ \/ |
| /\ /]\ /\ |
| [\ | N\ /N |
| / /\ | /\ \ |
| 7 1 \ \'
| /7 / \ |/ \ o\
S + S + S +
| MRL |------ | MR3 |------ | MR2 |
+----- + +----- + +----- +
/
/ \
/ \
R s oo+
| AR31| | MN11]| | CN21
| +LU | [ +LU | I I
) R . s +----+
HoAl11l | P31 | P32,
| HoAl11l
+--|--+
| MNB1|
+----+

Figure 9. A distributed architecture for nobility managenent.

To performnobility routing,

which is maintai ned at the LMs.

the MRs need the | ocation information

The MRs are therefore the clients of

the LM servers and nmay al so send | ocation updates to the LM as the
MNs performthe handover. The location information nmay either be

Expi res August 23, 2013

[ Page 15]



I nternet-Draft DMM f r amewor k February 2013

8.

8.

1

2.

pulled fromthe LM servers by the MR or pushed to the MR by the LM
servers. In addition, the MR may al so cache a Iimted anount of
| ocation information.

This figure shows three MRs (MRL, MR2, and MR3) in three networks.
MN11 has noved fromthe first network supported by MRL and LML to the
third network supported by MR3 and LMB. It may use an HoA ( HoAll)
allocated to it when it was in the first network for those
application sessions that had already started when MN11 was attached
there and that require session continuity after the handover to the
third network. Wen M11 was in the first network, no |ocation
managenent is needed so that LML will not keep an entry of HoAll.
After MN11 has perforned its handover to the third network, the

dat abase server LML mai ntains a mappi ng of HoAll to MR3. That is,
LML points to the third network and it is the third network that wll
keep track of how to reach MN11l. Such a hierarchical mapping can
prevent frequent update signaling to LML as MN11 perforns intra-

net wor k handover within the third network. 1In other words, the
concept of hierarchical nobile IP [RFC5380] is applied here but only
in location managenent and not in routing in the data pl ane.

Security Considerations

TBD

| ANA Consi derati ons

None
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