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Abstract

Thi s docunent defines the nobility nmanagenent protocol solutions in
the context of a distributed nobility nmanagenent depl oynent. Such
sol utions consider the problemof assigning a nobility anchor and a
gateway at the initiation of a session. |In addition, the m d-session
switching of the nobility anchor in a distributed nobility managenent
environment i s considered.
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Task Force (IETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
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described in the Sinplified BSD License.

Tabl e of Contents

1. Introduction . . 3
2. Conventions and Tern1no|ogy . 3
3. Anchor Selection and Swtching . . 5
3.1 I P anchoring in network of attachnent 5
3.2 | P anchoring not in network of attachnent 6
3.3 Changing | P anchoring in m d-session . 7
3.4 Moving | P anchoring in md-session . 7
3.5. Anchoring a session . . 8
3.6. Changi ng session anchorlng |n n1d se33|on e e e o009
4. Security Considerations . . . . . . . . . . . . . . . . .. .10
5. | ANA Considerations . . . . . . . . . . . . . . . ... ... 1
6. References . . I |
6.1. Normative References A
6.2. Informative References . . . . . . . . . . . . . . . . . .11
Author’s Address . . . . . . . . . . . . . . . . . . . ... 0.0 12

Chan Expi res Septenber 10, 2015 [ Page 2]



I nternet-Draft nmobi ity anchor sw tching March 2015

1. I nt roducti on

A key requirenent in distributed nobility managenent
[I-D.ietf-dnmrequirenments] is to enable traffic to avoid traversing
single nobility anchor far fromthe optimal route. Recent

devel opnents in research and standardi zation with respect to future
depl oynment nodels call for far nore flexibility in network function
operation and nanagenent. For exanple, the work on service function
chaining at the IETF (SFC W5 has already identified a nunber of use
cases for data centers. Although the work in SFCis not primarily
concerned with nobile networks, the inpact on |IP-based nobile
networks is not hard to see as by now nost hosts connected to the
Internet do so over a wireless nmedium For instance, as a result of
a dynam c re-organi zation of service chain a non-optinmal route

bet ween nobile nodes may arise if pne relies solely on centralized
nmobi ity managenment. As discussed earlier in the distributed
nmobi | ity managenent working group (DMM WG this may al so occur when
t he nobi |l e node has noved such that both the nobile node and the
correspondent node are far fromthe nobility anchor via which the
traffic is routed.

Recal | that distributed nobility managenent sol utions do not nake use
of centrally deployed nobility anchor. As such, an application
session SHOULD be able to have its traffic passing fromone nobility
anchor to another as the nobile node noves, or when changi ng
operation and managenment (OQAM requirenents call for nmobility anchor
switching, thus avoi ding non-optimal routes. This draft proposes
enhanced nobility anchori ng.

2. Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Al'l general nobility-related terns and their acronyns used in this
docunent are to be interpreted as defined in the Mbile | Pv6 base
speci fication [ RFC6275], the Proxy Mbile | Pv6 specification

[ RFC5213], and the DWM current practices and gap anal ysis [ RFC7429].
This includes terns such as nobile node (M\), correspondent node
(CN), honme agent (HA), hone address (HoA), care-of-address (CoA),

| ocal mobility anchor (LMA), and nobile access gateway (MAG) .

In addition, this docunent uses the following term
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Hone network of an application session (or of an HoA): the network

that has allocated the I P address (HoA) used for the session
identifier by the application running in an M\.  An MN nmay be
running rmultiple application sessions, and each of these sessions
can have a different hone networKk.

Anchoring Function (AF): allocation to a nobile node of an IP

address, i.e., Honme Address (HoA), or prefix, i.e., Hone Network
Prefix (HNP) topologically anchored by the advertising node. That
is, the anchor node is able to advertise a connected route into
the routing infrastructure for the allocated IP prefixes. This is
a basic function of a nobility anchor. Wth separation of control
pl ane and data plane, this function may reside in a control plane
anchor. Then the anchor function perforns the IP prefix or
address allocation and the route advertisenment for an |IP anchor in
t he data pl ane.

Session anchoring: A session or a flowis anchored to a node or

nodes when the packets of the flow traverse at |east one such
nodes.

anchoring: An |IP address or prefix is typologically anchored to a
node by an anchor function. The IP packet will travel along a
route which traverses that node. The packet will also traverse
that node if the I P address does not change. Yet the |IP address

i s changed at another node before it reaches that node, it will be
redirected with the new I P address al ong a new route which may not
traverse the original node.

I nternetwork Location Managenment (LM function: managi ng and keeping

track of the internetwork |ocation of an MN\. The |ocation
informati on may be a binding of the I P advertised address/prefix,
e.g., HoA or HNP, to the IP routing address of the MN or of a node
that can forward packets destined to the MN. It is a control

pl ane functi on.

In a client-server protocol nodel, |ocation query and update
nmessages may be exchanged between a Locati on Managenent client
(LMc) and a Location Managenent server (LMs). Wth separation of
control plane and data plane, this function may reside in a
control plane anchor.

Forwar di ng Managenent (FM function: Forwardi ng Managenent (FM

Chan

function: packet interception and forwarding to/fromthe IP
address/ prefix assigned to the M\, based on the internetwork

| ocation information, either to the destination or to sonme other
network el ement that knows how to forward the packets to their
desti nati on.
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Wth separation of control plane and data plane, FM may split into
a FMpart in the control plane (FMCP) which may be a function in
a control plane anchor or nobility controller and a FM part in the
data plane (FMDP) which nay be the function of a data pl ane
anchor.

3. Anchor Sel ection and Sw tching

When an I P prefix or address is topologically anchored to a node
(data pl ane node), the anchor function will advertise connected route
for it. Then an IP packet with this IP address as its destination
address will be forwarded along a path that traverses through this IP
anchoring node.

When a session or flowis anchored to a node (data plane node), the
packets of the floww |l traverse at |east one such session anchoring
node.

A session anchoring node may differ froman I P anchoring node for an
| P address of the session.

3.1. |IP anchoring in network of attachnent

An | P prefix or address may be anchored to the access router to which
the MN is attached.

For exanple, when an MN attaches to a network or noves to a new

network, it is allocated an IP prefix fromthat network. It
configures fromthis prefix an IP address which is typically a
dynam c | P address. It then uses this IP address when it starts a

new application session (an IP flow). Packets to the MNin this flow
sinmply follows the forwarding table for as long as the MN stays in
t hat net wor k.

In this exanple, the flow may have term nated before the MN noves to

a new network. O herwise, the flow may close and then restart using
a new | P address configured in the new networKk.
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Net 1 Net 2
N + S +
| node anchori ng| | node anchori ng|
| address IP1 | | address 1P2 |
. + . +
R . +
| MN(I P2) I
| runni ng
| session P2 |
o e e e o - +
Figure 1. P anchoring in network of attachnent.
.2. 1P anchoring not in network of attachnent

An | P prefix or address nmay be anchored to an access router in a
different network to which the MNis attached. The anchor function
is then in a network different fromthe network of attachnent.

An exanmple is in using a static |IP address which does not belong to
t he network of attachment.

Anot her exanpl e when an MN noves to a new network is as follows. The
MN has an ongoi ng session which was initialized in a prior network of
attachnment using an | P address belonging to the network where it was
initialized as was described in Section 3.1. Wen the session is
unable to change its IP address it may continue to use its original

| P address which is anchored not in the current network of attachnent
but in the network where the original |IP address belongs. Mbility
support is needed to enable the ongoing session to use this original

| P address.

Net 1 Net 2
U + U +
| node anchori ngj | node anchori ngj
| address IP1 | | address 1P2 |
o e a o - + o e a o - +
S +
| MN(I P2) |
| runni ng
| session | P1 |
o e a o - +
Figure 2. | P anchoring not in network of attachnent.
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3.3. Changing I P anchoring in m d-session

Wth the MNin the exanple in Section 3.1 it may be desirabl e that
the fl ow can change to the new | P address configured in the new
network. The packets of this flow may then foll ow the forwarding
table without requiring IP layer nobility support. Yet the flow may
be using a higher layer nobility support which is not in the scope of
this docunent to change the I P address of the flow

Net 1 Net 2

U + U +
| node anchori ng] | node anchori ngj
| address IP1 | | address P2 |
o e e e o - + o e e e o - +
U + U +
| MN(1 P1) with | nove | MN(1 P2) with |
| session over | =======> | session I P1 |
[ 1P1 | | changed to | P2|
o e e e o - + o e e e o - +

Figure 3. Changing | P anchoring.
3.4. Myving I P anchoring in m d-session

The | P anchoring may nove without changing the I P address of the

flow.

Net 1 Net 2

o e a o - + o e a o - +
| node anchori ng| nove | node anchori ng|
| address IP1 | =======> | address IP1 |
- + - +
N + S +
| MN(T P1) | nove | MN( T P2) |
| runni ng | =======> | runni ng

| session I P1 | | session I P1 |
- + - +

Figure 4. Moving | P anchori ng.
As an MN with an ongoi ng session nove to a new network, the session

may preserve session continuity by nmoving the IP anchoring of its
original IP address to the new network. Then the |IP anchoring which
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was advertising the prefix in the original network will need to nove
to the new network. As the IP anchoring in the new network
advertises the prefix of the session in the new network, the
forwarding tables will be updated so that packets of the ongoing
session wll follow the updated forwarding tables.

3.5. Anchoring a session

As an MN with an ongoi ng session nove to a new network, the session
may use the original |IP address for session continuity by anchoring
the session to sone nodes (data plane nodes) and redirecting the

packets of this session to traverse through these session anchoring

nodes.

Net 3

R . +
Net 1 | node anchori ng| Net 2
T + /| address of CN | T +
| anchori ngj R + | anchoring
| sessi on | / | sessi on |
| identified | / e + | identified
| with | P1 | / | CN | with | P1 |
| | [ e + | |
| session | P1 | / | session | P1 |
| --> addr AR2 | / | --> MN |
|-----mme oo |/ |-----mmme oo I
| node anchori ng| <- | AR2 anchori ng|
| address IP1 | --------mmmmmmm e - >| address |1P2 |
- + - +
N + S +
| MN( T P1) | nove | MN( T P2) |
| runni ng | =======> | runni ng
| session I P1 | | session I P1 |
- + - +

Figure 5. Session anchori ng.

For exanple, a first node to anchor the session nay be at the IP
anchoring of the original |IP address in the original netwrk. A
second node to anchor the session may be in the new network. Then
packets of this session traverse the session anchoring in both the
original network and the new network. Forwardi ng managenent function
at these nodes may be used to direct the flowto traverse them

The session’s packets fromthe CNto the MNwill then first be
forwarded to the I P anchoring node in the original network where it
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is intercepted by the first session anchoring node. The session
anchoring node may possess fowardi ng managenent function to forward
t he packets to the second session anchoring node in the new network.

I n host-based nobility managenent, the session nmay be anchored in the
new network to the MN itself.

In network-based nobility nanagenent, the session nay be anchored to
an access router to which the MNis attached in the new network The
access router may then forward the packet to the MN at L2.

3.6. Changi ng session anchoring in m d-session

The route of the packets of an ongoing session traversing the
original network and the MN's new network of attachnent is not
necessarily optimal. It can be unneccessarily |ong especially when
t he session anchoring nodes are far fromeach ot her even when the M
and CN are close to each other. A shorter route results when the
session is anchored in both the CN' s network and the MN' s networ k.
An exanple to achieve this is to nove the session anchoring fromthe
original network to the CN s network.
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| anchori ng
| sessi on
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| session | P1
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Changi ng sessi on anchori ng.

Security Considerations

TBD

| ANA Consi der ati ons

Thi s docunment presents no | ANA consi derati ons.
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Net 2
S +
| anchori ng|
| sessi on |
| identified |
| with | P1 |
I I
| session | P1 |
| --> MN L2 addr |
|- |
->| AR2 anchori ng|
| address P2 |
S S +
o e a o - +
| MN( I P2) |
| runni ng |
| session IP1 |
S S +
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