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Abstract

Cel I ul ar networks have been hierarchical so that nobility managenent
have primarily been deployed in a centralized architecture. Mbility
solutions deployed with centralized nobility anchoring in existing

hi erarchi cal nobile networks are nore prone to the follow ng probl ens
or limtations conpared with distributed and dynam c nobility
managenent: (1) Routing via a centralized anchor is often |onger, so
that those nobility protocol deploynents that |ack optim zation
extensions results in non-optinmal routes, affecting perfornmance;
whereas routing optim zation may be an integral part of a distributed
design. (2) As nobile network becones nore flattened centralized

nmobi ity managenment can beconme nore non-optinal, especially as the
content servers in a content delivery network (CDN) are noving cl oser
to the access network; in contrast, distributed nobility managenent
can support both hierarchical network and nore flattened network as
it al so supports CDN networks. (3) Centralized route nmaintenance and
context mai ntenance for a |large nunber of nobile hosts is nore
difficult to scale. (4) Scalability nmay worsen when | acki ng nechani sm
to di stinguish whether there are real need for nobility support;
dynam c nobility managenent, i.e., to selectively provide nobility
support, is needed and nay be better inplenented wth distributed
nmobi ity managenment. (5) Depl oynent is conplicated w th numerous
variants and extensions of nmobile IP; these variants and extensions
may be better integrated in a distributed and dynam c design which
can selectively adapt to the needs. (6) Excessive signaling overhead
shoul d be avoi ded when end nodes are able to communi cate end-to-end;
capability to selectively turn off signaling that are not needed by
the end hosts will reduce the handover delay. (7) Centralized
approach is generally nore vulnerable to a single point of failure
and attack often requiring duplication and backups, whereas a

di stributed approach intrinsically mtigates the problemto a | ocal
network so that the needed protection can be sinpler.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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1. I nt roducti on

In the past decade a fair nunber of nobility protocols have been
standardi zed. Although the protocols differ in terns of functions
and associ ated nessage format, we can identify a few key common
features:

presence of a centralized nmobility anchor providing gl obal

reachability and an al ways-on experience;

extensions to optim ze handover perfornmance while users roam

across wireless cells;

extensions to enable the use of heterogeneous wreless interfaces

for multi-node termnals (e.g. cellular phones).
The presence of the centralized nobility anchor allows a nobile
device to be reachable when it is not connected to its hone domain.
The anchor, anong ot her tasks, ensures forwardi ng of packets destined
to or sent fromthe nobile device. As such, nost of the depl oyed
architectures today have a small nunber of centralized anchors
managi ng the traffic of mllions of nobile subscribers. Coonpared
with a distributed approach, a centralized approach have several
issues or limtations affecting performance and scal ability, which
require costly network dinensioning and engineering to fix them

To optim ze handovers for nobile users, the base protocols have been
extended to efficiently handl e packet forwardi ng between the previous
and new points of attachnment. These extensions are necessary when
applications inpose stringent requirenents in terns of del ay.

Notions of |ocalization and distribution of |ocal agents have been

i ntroduced to reduce signalling overhead. Unfortunately today we
witness difficulties in getting such protocols depl oyed, often

| eadi ng to sub-optinmal choi ces.

Moreover, all the availability of nmulti-node devices and the
possibility to use several network interfaces sinultaneously have
noti vated the devel opnment of nore new protocol extensions.

Depl oynent will be further conplicated with so nmany extensions.

Mobi |l e users are, nore than ever, consumng Internet content, and

i mpose new requirements on nobile core networks for data traffic
delivery. Wen this traffic demand exceeds avail abl e capacity,
service providers need to inplenment new strategies such as sel ective
traffic offload (e.g. 3GPP work itens LIPA/SIPTO through alternative
access networks (e.g. W.AN). Moreover, the localization of content
providers closer to the Mbile/Fixed Internet Service Providers
network requires taking into account |ocal Content Delivery Networks
(CDNs) while providing nobility services.

As | ong as demand exceeds capactity, both offl oading and CDN
t echni ques coul d benefit fromthe devel opnent of nore flat nobile
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architectures (i.e., fewer levels of routing hierarchy introduced
into the data path by the nobility managenent systen). This viewis
reinforced by the shift in users!_ traffic behavior, ained at

i ncreasi ng direct conmuni cati ons anong peers in the same geographical
area. The devel opnent of truly flat nobile architectures woul d
result in anchoring the traffic closer to point of attachment of the
user and overcom ng the suboptimal routing issues of a centralized
nmobi ity schene.

Wi | e depl oyi ng [ Paper-Locating. User] today! s nobil e networks,
service providers face new challenges. More often than not, nobile
devices remain attached to the same point of attachnent, in which
case specific IP nobility managenent support is not required for
applications that [aunch and conplete while connected to the sane
poi nt of attachment. However, the nobility support has been desi gned
to be always on and to naintain the context for each nobile

subscri ber as long as they are connected to the network. This can
result in a waste of resources and ever-increasing costs for the
service provider. Infrequent nobility and intelligence of many
appl i cations suggest that nobility can be provided dynam cally, thus
sinmplifying the context maintained in the different nodes of the
nobi | e networ k.

The proposed work will address two conpl enentary aspects of nmobility
managenent procedures: the distribution of nobility anchors to
achieve a nore flat design and the dynam c activation/deactivation of
nmobility protocol support as an enabler to distributed nobility
managenment. The forner has the goal of positioning nobility anchors
(HA, LMA) closer to the user; ideally, these nobility agents could be
collocated wwth the first hop router. The latter, facilitated by the
di stribution of nobility anchors, ains at identifying when nmobility
nmust be activated and identifying sessions that do not inpose

nmobi ity managenment -- thus reducing the anount of state infornmation
to be maintained in the various nobility agents of the nobile
network. The key idea is that dynam c nobility managenent rel axes
some constraints while also repositioning nobility anchors; it avoids
t he establishnment of non optinmal tunnels between two anchors

t opol ogi cal |y di stant.

Thi s docunent di scusses the issues with centralized IP nmobility
managenent conpared with distributed and dynam c nobility nmanagenent.
A conpani on docunent [dmm senari o] discusses the use case senari os.

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
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docunent are to be interpreted as described in [RFC2119].

3. Centralized versus distributed nobility managenent

Mobi I ity managenent functions may be inplenented at different |ayers

of the OSI stack. At the IP layer, they may reside in the network or
in the nobile node. In particular, network-based solution resides in
the network only. It therefore enables nobility for hosts and

net wor k applications which |ack nmobility support in them but are

al ready in depl oynent.

At the IP layer, a nobility managenment protocol to achieve session
continuity are typically based on the principle of distinguishing

bet ween session identifier and routing address and naintaining a
mappi ng between them Wth Mbile IP, the home address takes the
role of session identifier whereas the care-of-address takes the role
of routing address, and the binding between themis maintained at the
nmobility anchor, i.e., the home agent.

Mobi | ity managenent functions in the network may be centralized or
distributed, as is explained in the next two subsecti ons.

3.1. Centralized nobility managenent

Wth centralized nobility managenent, the mapping information for the
stabl e session identifier and the changing I P address of an MNis
kept at a centralized nobility anchor. Packets destined to an MN are
routed via this anchor. In other words, such nobility managenent
systens are centralized in both the control plane and the data plane.

Many exi sting nobility managenent depl oynents | everage on centralized
nmobility anchoring in a hierarchical network architecture, as shown
in Figure 1. Exanples of such centralized nmobility anchors are the
home agent (HA) and local nobility anchor (LMA) in Mbile IP

[ RFC3775] and Proxy Mobile IP [ RFC5213] , respectively. Current
nobi | e networks such as the Third Generation Partnership Project
(3GPP) UMTS networ ks, CDMA networks, and 3GPP Evol ve Packet System
(EPS) networks al so enploys centralized nobility nanagenent, wth

Gat eway GPRS Support Node (GGSN) and Serving GPRS Support Node ( SGSN)
in the 3GPP UMIS hi erarchical network and with Packet data network
Gateway (P-GN and Serving Gateway (S-GW in the 3GPP EPS net wor k.
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Figure 1. Centralized nobility managenent.
3.2. Distributed nobility nanagenent

Mobi lity managenent functions may al so be distributed to nultiple
| ocations in different networks as shown in Figure 2, so that a
nobi | e node in any of these networks may be served by a cl oseby
mobility function (M).

Figure 2. Distributed nobility managenent.

Distributed nobility managenment may be partially distributed, i.e.,
only the data plane is distributed, or fully distributed where both
the data plane and control plane are distributed. These different
approaches are described in detail in [I-D.dnmm scenario].

A distributed nobility managenment schene is proposed in [ Paper-
Distributed. Dynamic. Mobility] for future flat IP architecture

consi sting of access nodes. The benefits of this design over
centralized nobility managenent are al so verified through simulations
in [Paper-Distributed. Centralized. Mbility]

Wiile it is possible to design new nobility managenent protocols for
the future flat IP architecture, one may first ask whether the

exi sting nobility managenent protocols that have already been

depl oyed for the hierarchical nobile networks can be extended to
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serve the flat IP architecture. |Indeed, M Pv4 has al ready been

depl oyed in 3GPP2 networks, and PM Pv6 has al ready been adopted in
W MAX Forum and in 3GPP standards. Using MP or PMP for both
centralized and distributed architectures will then ease the

m gration of the current nobile networks towards the future fl at
architecture. It has therefore been proposed to adapt MP or PM Pv6
to achieve distributed nobility nmanagenment by using a distributed
nmobi l ity anchor architecture.

In [ Paper-M grating. Hone. Agents] , the HA functionality is copied to
many | ocations. The HoA of all M\s are anycast addresses, so that a
packet destined to a HoA fromany CN from any network can be routed
via the nearest copy of the HA. In addition, distributing the
function of HA using a distributed hash table structure is proposed
in [Paper-Distributed. Mobility.SAE] . A |lookup query to the hash
table will find out where the location information of an MNis

st or ed.

In [Paper-Distributed. Mobility.PMP] , only the nmobility routing (VR
function is duplicated and distributed in many |ocations. The

| ocation information for any MN that has noved to a visited network
is still centralized and kept at a | ocation nmanagenent (LM function
in the honme network of the MN. The LM function at different networks
constitutes a distributed database systemof all the M\Ns that bel ong
to any of these networks and have noved to a visited network. The

| ocation information is maintained in the formof a hierarchy: the LM
at the honme network, the CoA of the MR of the visited network, and
then the CoA to reach the MNin the visited network. The LMin the
home network keeps a binding of the HoA of the MN to the CoA of the
MR of the visited network. The MR keeps the binding of the HoA of
the MNto the CoA of the MNin the case of MP, or the proxy-CoA of
the Mobile Access Gateway (MAG serving the MNin the case of PMP.

[1-D.PM P-DMC] di scusses two distributed nobility control schenes
using the PMP protocol: Signal-driven PMP (S-PMP) and Si gnal -
driven Distributed PMP (SD-PMP). S-PMP is a partially distributed
schene, in which the control plane using Proxy Binding Query to get

t he Proxy-CoA of the MN is separate fromthe data plane, and the
optim zed data path is directly between the CN and the MN. SD-PM P
is a fully distributed schene, in which the Proxy Binding Update is
not perforned, and instead each MAG wi Il nulticast a Proxy Binidng
Query nessage to all of the MAGs inits |local PMP domain so as to
get the Proxy-CoA of the M.

4. Pr obl em st at enent

This section describes the problens or limtations in a centralized
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nmobi ity approach and conpares it against the distributed approach.
4.1. Non-optinmal routes

Routing via a centralized anchor often results in a |onger route.
Figure 3 shows two cases of non-optim zed routes.

M P/ PM P
O +
| HAV LIVA
- +
/AN T oot
[\ \ \ | CDN
/ \ \ \ +---+
/ \ \ \ |
/ \ \ \
S + 4o + 4o + - +
| FAN MM | FA MAG | FA MAG | FA MAG
- - - + - +
I I
| CN | | MN |

Figure 3. Non-optimzed route when conmunicating with CN and when
accessing local content.

In the first case, the nobile node and the correspondent node are

cl ose to each other but are both far fromthe nobility anchor.
Packets destined to the nobile node need to be routed via the

nmobi lity anchor, which is not in the shortest path. The second case
i nvol ves a content delivery network (CDN). A user nmay obtain content
froma server, such as when watching a video. As such usage becones
nmore popular, resulting in an increase in the core network traffic,
service providers may relieve the core network traffic by placing

t hese contents closer to the users in the access network in the form
of cache or local CDN servers. Yet as the MNis getting content from
a local or cache server of a CDN, even though the server is close to
the M\, packets still need to go through the core network to route
via the nobility anchor in the hone network of the M\, if the MN uses
the HoA as the session identifier.

In a distributed nobility managenent design, nobility anchors are

distributed in different access networks so that packets may be
routed via a nearby nobility anchor function, as shown in Figure 4.
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Figure 4. Mbile node in any network is served by a cl ose by
nmobi ity function.

Due to the above Iimtation, with the centralized nobility anchor
design, route optim zation extensions to nobility protocols are

t herefore needed. \Wereas the |ocation privacy of each MN may be
conprom sed when the CoA of an MNis given to the CN, those nobility
prot ocol deploynments that |ack such optim zation extensions wll
encounter non-optinmal routes, which affect the performance.

In contrast, route optim zation may be naturally an integral part of
a distributed nobility managenment design. Wth the help of such
intrinsic route optimzation, the data transm ssion delay will be
reduced, by which the data transm ssion throughputs can be enhanced.
Furthernore, the data traffic overhead at the nobility agents such as
the HA and the LMA in the core network can be alleviated
significanly.

4.2. Non-optimality in Evolved Network Architecture

Centralized nobility managenent is currently deployed to support the
exi sting hierarchical nobile data networks. It |everages on the

hi erarchi cal architecture. However, the volune of wireless data
traffic continues to increase exponentially. The data traffic
increase would require costly capacity upgrade of centralized

architectures. It is thus predictable that the data traffic increase
wi |l soon overload the centralized data anchor point, e.g., the P-GW
in 3GPP EPS. In order to address this issue, a trend in the

evol ution of nmobile networks is to distribute network functions cl ose
to access networks. These network functions can be the content
servers in a CDN, and al so the data anchor point.

Mobi | e net wor ks have been evolving froma hierarchical architecture

to a nore flattened architecture. In the 3GPP standards, the GPRS
network has the hierarchy GGSN "C SGSN "C RNC "C NB (Node B). In
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3GPP EPS networks, the hierarchy is reduced to P-GW"C S-GWNW"C eNB
(Evolved NB). In sonme deploynents, the P-GWand the S-GWNare
collocated to further reduce the hierarchy. Reducing the hierarchy
this way reduces the nunber of different physical network el enents in
the network, contributing to easier system nmai ntenance and | ower
cost. As nobile networks becone nore flattened, the centralized

nmobi ity managenent can beconme non-optimal. Mbility managenent

depl oynment with distributed architecture is then needed to support
the nore flattened network and the CDN networks.

4.3. Low scalability of centralized route and nobility context
mai nt enance

Special routes are set up to enable session continuity when a
handover occurs. Packets sent fromthe CN need to be tunnel ed

bet ween the HA and FA in MP and between the LMA and MAGin PMP
However, these network el enents at the ends of the tunnel are also
routers performng the regular routing tasks for ordinary packets not
involving a nobile node. These ordinary packets need to be directly
routed according to the routing table in the routers w thout
tunneling. Therefore, the network nust be able to distinguish those
packets requiring tunneling fromthe regul ar packets. For each
packet that requires tunneling owing to nobility, the network wll
encapsulate it wwth a proper outer |IP header with the proper source
and destination |IP addresses. The network therefore needs to

mai ntai n and manage the nobility context of each MN, which is the

rel evant information needed to characterize the nobility situation of
that MN to allow the network to distinguish their packets from ot her
packets and to performthe required tunneling.

Setting up such special routes and nmaintaining the nobility context
for each MNis nore difficult to scale in a centralized design wth a
| arge nunmber of MNs. Distributing the route maintenance function and
the nobility context naintenance function anong different networks
can be nore scal abl e.

4.4. Wasting resources to support nobile nodes not needing nmobility
support

The problem of centralized route and nobility context naintenance is
aggravated when the via routes are set up for many nore MNs that are
not requiring I[P nobility support. On the one hand, the network
needs to provide nobility support for the increasing nunber of nobile
devi ces because the existing nobility nanagenent has been designed to
al ways provi de such support as long as a nobile device is attached to
the network. On the other hand, many nomadi c users connected to a
network in an office or neeting roomare not even going to nove for
the entire network session. It has been studied that over two-thirds
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of a user nobility is |ocal [Paper-Locating.User] . In addition, it
is possible to have the intelligence for applications to nmanage
nmobility wi thout needing help fromthe network. Network resources
are therefore wasted to provide nobility support for the devices that
do not really need it at the nonent.

It is necessary to dynamcally set up the via routes only for M\s
that actually undergo handovers and | ack hi gher-layer nobility
support. Wth distributed nmobility anchors, such dynam c nobility
managemnment nechani sm may then al so be distributed. Therefore,
dynamc nobility and distributed nobility may conpl enent each ot her
and may be i ntegrat ed.

4.5. Conplicated deploynent with too many variants and extensions of
M P

Mobile I P, which has primarily been deployed in a centralized manner
for the hierarchical nobile networks, already has nunerous variants
and extensions including PMP, Fast MP (FM P) [ RFC4068] [ RFC4988] |,
Proxy- based FM P (PFM P) [RFC5949] , hierarchical MP (HM P)

[ RFC5380] , Dual -Stack Mbile IP (DSM P) [ RFC5454] [ RFC5555] and
there may be nore to cone. These different nodifications or
extensi ons of M P have been devel oped over the years owing to the
different needs that are found afterwards. Deploynent can then
beconme conplicated, especially if interoperability with different
depl oynents is an issue.

A desirable feature of nobility managenent is to be able to work with
network architectures of both hierarchical networks and fl attened
networks, so that the nobility managenent protocol possesses enough
flexibility to support different networks. |In addition, one goal of
dynam c nobility managenent is the capability to selectively turn on
and off nobility support and certain different nobility signaling.
Such flexibility in the design is conpatible with the goal to
integrate different nobility variants as options. Sone additional
extensions to the base protocols may then be needed to inprove the

i ntegration.

4.6. Mbility signaling overhead with peer-to-peer conmunication

I n peer-to-peer conmunications, end users communi cate by sending
packets directly addressed to each other! s |IP address. However,
they need to find each other!_s IP address first through signaling in
the network. Wiile different schenes for this purpose may be used,

M P already has a nechanismto |ocate an MN and nmay be used in this
way. |In particular, MPv6 Route Optim zation (RO node enables a
nore efficient data packets exchange than the bidirectional tunneling
(BT) node, as shown in Figure 5.

Chan (Ed.) Expires October 1, 2011 [ Page 12]



| nt er net - Draf t DVt PS March 2011

M P/ PM P
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Figure 5. Non-optim zed route when communi cating with CN and when
accessing local content.

This RO node is expected to be used whenever possible unless the M\
is not interested in disclosing its topological |ocation, i.e., the
CoA, to the CN (e.g., for privacy reasons) or sone other network
constraints are put in place. However, M Pv6 RO node requires
exchanging a significant anmount of signaling nmessages in order to
establish and periodically refresh a bidirectional security

associ ation (BSA) between an MN and its CN. Wiile the nobility

si gnal i ng exchange inpacts the overall handover |atency, the BSA is
needed to authenticate the bindi ng update and acknow edgnent nessages

(note that the latter is not mandatory). In addition, the anount of
nmobi l ity signaling nmessages increases further when both endpoints are
nobi | e.

A dynami c nobility managenent capability to turn off these signaling
when they are not needed will enable the RO node between two nobile
endpoints at mnimumor no cost. It will also reduce the handover

| atency owing to the renoval of the extra signaling. These benefits
for peer-to-peer comunications will encourage the adoption and

| ar ge- scal e depl oynent of dynam c nobility managenent.

4.7. Single point of failure and attack
A centralized anchoring architecture is generally nore vul nerable to
a single point of failure or attack, requiring duplication and
backups of the support functions.

On the other hand, a distributed nobility managenent architecture has
intrinsically mtigated the problemto a |ocal network which is then
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of a smaller scope. |In addition, the availability of such functions
i n nei ghboring networks has al ready provided the needed architecture
to support protection.

5. Security Considerations

TBD

6. | ANA Consi der ati ons

None

7. Co-authors and Contributors
Thi s probl em statenent docunent is a joint effort anong the foll ow ng
participants in a design team Each individual has nmade significant
contributions to this work.
Dapeng Liu: |iudapeng@hi nanmobil e.com
Pierrick Seite: pierrick.seite@range-ftgroup.com
Hi det oshi Yokota: yokota@xddil abs.jp
Charles E. Perkins: charles.perkins@ellabs.com
Melia Tel emaco: tel enmaco. nelia@l catel -1ucent. com
Hui Deng: denghui @hi nanobil e.com
El ena Demari a: el ena.demari a@el ecomtalia.it
Zhen Cao: caozhen@hi nanobil e. com

Wassi m M chel Haddad: Wassam Haddad@eri csson. com

Seok Joo Koh: sjkoh@nu. ac. kr

8. References
8. 1. Nor mati ve Ref er ences

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

Chan (Ed.) Expires October 1, 2011 [ Page 14]



| nt er net - Draf t DVt PS March 2011

8. 2. I nformati ve References

[1-D.PM P-dnt]
Koh, S., Kim J., Jung, H, and Y. Han, "Use of Proxy
Mobile I Pv6 for Distributed Mbility Control",
draft-sj koh-nmext-pm p-dnc-01 (work in progress),
March 2011.

[1-D.dm scenari o]
Yokota, H., Seite, P., Demaria, E., and Z Cao, "Use case
scenarios for Distributed Mbility Managenent",
draft-yokota-dmm scenari o-00 (work in progress),
Cct ober 2010.

[ Paper-Di stributed. Centralized. Mobility]
Bertin, P., Bonjour, S., and J-M Bonnin, "A Distributed
or Centralized Mbility", Proceedings of d obal
Communi cati ons Conference (d obeCon), Decenber 2009.

[ Paper-Di stribut ed. Dynam c. Mobi lity]
Bertin, P., Bonjour, S., and J-M Bonnin, "A Distributed
Dynanmi ¢ Mobility Managenent Scheme Designed for Flat I P

Architectures", Proceedings of 3rd International
Conf erence on New Technol ogies, Mbility and Security
(NTMS), 2008.

[ Paper-Di stributed. Mbility. PM P]
Chan, H., "Proxy Mbile IP with Distributed Mbility
Anchors", Proceedi ngs of G obeCom Wrkshop on Seanl ess
Wreless Mbility, Decenber 2010.

[ Paper-Di stri buted. Mobility. SAE]
Fi sher, M, Anderson, F., Kopsel, A, Schafer, G, and M
Schl ager, "A Distributed IP Mbility Approach for 3G SAE",
Proceedi ngs of the 19th International Synposium on
Personal , I ndoor and Mobil e Radi o Conmuni cations (Pl VRO,
2008.

[ Paper - Locat i ng. User ]
Kirby, G, "Locating the User", Conmunication
I nternational, 1995.

[ Paper - M grati ng. Home. Agent s]
Waki kawa, R, Valadon, G, and J. Miurai, "Mgrating Hone
Agents Towards Internet-scale Mbility Depl oynents",
Proceedi ngs of the ACM 2nd CoNEXT Conference on Future
Net wor ki ng Technol ogi es, Decenber 2006.

Chan (Ed.) Expires October 1, 2011 [ Page 15]



| nt er net - Draf t DVt PS March 2011

[ RFC3775] Johnson, D., Perkins, C, and J. Arkko, "Mbility Support
in IPve", RFC 3775, June 2004.

[ RFC4068] Koodli, R, "Fast Handovers for Mbbile |IPv6", RFC 4068,
July 2005.

[ RFC4988] Koodli, R and C. Perkins, "Mbile |IPv4 Fast Handovers",
RFC 4988, Cctober 2007.

[ RFC5213] @undavel li, S., Leung, K., Devarapalli, V., Chowdhury, K
and B. Patil, "Proxy Mbile IPv6", RFC 5213, August 2008.

[ RFC5380] Soliman, H., Castelluccia, C, ElMalki, K, and L
Bellier, "Hi erarchical Mbile IPv6 (HM Pv6) Mbility
Managenent ", RFC 5380, Cctober 2008.

[ RFC5454] Tsirtsis, G, Park, V., and H Solinman, "Dual-Stack Mbile
| Pv4", RFC 5454, March 2009.

[ RFC5555] Soliman, H., "Mbile IPv6 Support for Dual Stack Hosts and
Rout ers", RFC 5555, June 2009.

[ RFC5949] Yokota, H., Chowdhury, K, Koodli, R, Patil, B., and F

Xia, "Fast Handovers for Proxy Mobile I Pv6", RFC 5949,
Sept enber 2010.

Chan (Ed.) Expires October 1, 2011 [ Page 16]



| nt er net - Draf t DVt PS March 2011

Aut hor’ s Address

H Ant hony Chan (editor)
Huawei Technol ogi es
5340 Legacy Dr Building 3, Plano, TX 75024, USA

Emai |l . h.a.chan@ eee. org

Dapeng Liu

Chi na Mbile

Unit2, 28 Xuanwumenxi Ave, Xuanwu District, Beijing 100053, China
Emai | . | i udapeng@hi nanobi |l e. com

Pierrick Seite

France Tel ecom - Orange

4, rue du Cos Courtel, BP 91226, Cesson-Sevi gne 35512, France
Emai | : pierrick.seite@range-ftgroup.com

Hi det oshi Yokota

KDDI Lab

2-1-15 Onhara, Fujimno, Saitama, 356-8502 Japan
Emai | : yokot a@ddil abs. jp

Charl es E. Perkins

Tel | abs I nc.

3590 N. 1st Street, Suite 300, San Jose, CA 95134, USA
Emai |l : charl es. perkins@el | abs. com

Melia Tel emaco

Al catel -Lucent Bell Labs

Enmai | : tel emaco. nelia@l catel -1 ucent. com

Wassi m M chel Haddad

Eri csson
300 Hol ger Dr, San Jose, CA 95134, USA
Emai | : Wassam Haddad@eri csson. com

El ena Denmari a

Telecomlitalia

via G Reiss Ronoli, 274, TORINO, 10148, Italy
Enai | : el ena.denmari a@el ecomtalia.it

Seok Joo Koh
Kyungpook National University, Korea
Emai | : sj koh@nu. ac. kr

Chan (Ed.) Expires October 1, 2011 [ Page 17]



