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Abstract

This docunent is a benchmarking instantiation of RFC 65883:
"QOperational Neighbor D scovery Problens”. It describes a general
testing procedure and neasurenents that can be perfornmed to eval uate
how t he probl ens described in RFC 6583 may i npact the functionality
or performance of internedi ate nodes.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."”
This Internet-Draft will expire on Septenber 12, 2013.

Copyright Notice

Copyright (c) 2013 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunment is subject to BCP 78 and the | ETF Trust’s Legal

Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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publication of this docunment. Please review these docunents

careful ly,

to this docunent. Code Conponents extracted fromthis docunent
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.
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1. I nt roducti on

Thi s docunent is a benchmarking instantiation of RFC 6583:
"Operational Neighbor Discovery Problens"” [RFC6583]. It describes a
general testing procedure and neasurenents that can be perforned to
eval uate how the probl ens described in RFC 6583 may i npact the
functionality or performance of internedi ate nodes.

2. Term nol ogy
Nei ghbor Di scovery See Section 1 of RFC 4861 [ RFC4861]

NDP Triggering Event An event which forces the DUT (Device Under
Test) to performa neighbor solicitation. A triggering event
could be an | CVWPv6 echo request, but could al so be any ot her
packets which require discovering the MAC address of existing and
non-exi sting nodes on an | Pv6 subnet.

Scanner Network The network from which the scanning device is
connect ed.

Target Network The network for which the scanner is targeting its
scans.

Scanni ng Node The node which is conducting the scanning activity.

Target Network Measurenment Node A node that resides on the target
network, which is primarily used to neasure DUT performance while
the scanning activity is occurring.

Non- parti ci pati ng Measurenent Node A node on a network directly
connected to the DUT, but this node is not in the target network
nor the scanner network.

3. Test Set-up
3.1. Device Under Test (DUT)

For purposes of this docunment, the internediate node will be referred
to as the device under test (DUT). The DUT may be any internedi ate
node whi ch retains a neighbor cache. The tests in this docunent
coul d al so be conpleted with any internedi ate node which maintains a
list of addresses that traverse the internedi ate node, although not
al | nmeasurenents and performance characteristics may apply.

3.2. Test Network
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The test network design is fairly sinple. The network needs to
mnimally have two subnets: one from which the scanner(s) source
their scanning activity and the other which is the target network of
t he address scans.

It is assuned that the latency for all network segnents is neglible.

At | east one node should reside on the target network to confirm sone
of the performance characteristics.

Basic format of test network. Note that optional "non-participating
node" is illustrated connected via a third network not related to the
scanner or target network.

| | Scanner | | Tar get | |
| Scanni ng [------------- | DUT [-------------- | Tar get Net wor K|
| node | Net wor k | | Net wor k | node |
|

| node |

4. Modifiers (variabl es)
4.1. Frequency of NDP triggering events

The frequency of NDP triggering events could be as high as the
maxi mum packet per second rate that the iscanner network will support
(or is rated for). However, it may not be necessary to send packets
at a particularly high rate and in fact a goal of testing could be to
identify if the DUT is able to withstand scans at rates which

ot herwi se woul d not inpact the performance of the DUT.

Optimstically, the scanning rate should be increnented until the
DUT' s performance begins deteriorating. Depending on the software
and system being used to inplenent the scanning, it may be
chal l enging to achieve a sufficient rate.
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The | owest frequency is the |lowest rate for which packets could be
expected to have an inpact on the DUT -\u002D this value is of
course, subjective.

4.2. Prefix Length

The target network’s subnet shall be 64-bits in length. It may be
interesting to gauge performance when the subnet length is varied
from 64-bits.

4. 3. Durati on of Test
The duration of the test needs to be eval uat ed
4. 4. Packet Size

Al t hough packet size shouldn’t have a direct inpact, packet per
second (pps) rates will have an inpact and snall er packet sizes
shoul d be utilized to facilitate higher packet per second rates.

4.5. Packet Type

For purposes of this test, the packet type being sent by the scanning
device isn’t inportant, although nost scanning applications m ght
want to send packets that would elicit responses fromnodes within a
subnet. Since it is not intended that responses be evoked fromthe
target network node, such packets aren’t necessary.

The hop limt for the scanning packets should be set to 2, to reduce
the likelihood that scanni ng packets woul d escape the test network.

4.6. Packet Addressing

The destination address for the packet should be an address within
the target network. \While each packet sent should have a uni que
destination address in the destination network, it isn't clear if it
matters what the sequence of addresses is. For purposes of

t hor oughness, it may be desirable to send each packet with a random
address within the target network’s address space.

The source address for the packet may be the sane for all scanning
packets. However, it may be interesting to vary the source address
during the scanning activity

4.7. Testing of Mtigating Options

It may be desirable to performsone tests in the presence of
mtigating techni ques described in RFC 6583 [ RFC6583]
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4.8. Attack where node in target network responds to all neighbor
solicitations

[ Open Question: Is this an interesting condition, where a device on
the network responds affirmatively to all incom ng NDP requests?? Are
there any non-nmalicious cases where this could happen?]

5. Excl usi ons

This benchmarking test is not intended to test DUT behavior in the
presence of mal fornmed packets, such as packets which do not confirm
to designs consistent wth | ETF standards.

6. Measurenents
6.1. Round-trip tinme across DUT

This consists of pinging the target network nmeasurenent node from a
non-partici pati ng neasurenent node and recording reported round-trip
time. This neasurenent should be conducted with an address not yet
present in the DUT’ s nei ghbor cache. This nmeasurenent is included
because it is perhaps the easiest to conduct and capture.

6.2. Rate DUT adds a valid node in the target network to its nei ghbor
cache

There are three distinct time elenents associated with this
nmeasur enent :

1. The difference in tinme for which the DUT receives the packet
whi ch nust be forwarded to a node in the target network not yet
listed in the nei ghbor cache and the tinme the DUT sends a
nei ghbor solicitation.

2. The difference in tinme between when the target network
measur enent node receives the neighbor solicitation and the tine
the target network neasurenent node responds with a nei ghbor
advertisement. This tine is outside the control of the DUT and
nmeasur enents shoul d account for this tinme if it is significant.

3. The difference in tinme fromwhich the DUT receives the packet to
the time for which the DUT adds the neighbor in its neighbor
cache.

The first time el ement nmay be neasurable via a device which can
observe packets on both the scanner network and the target network.
The second tine el enent may be neasured by nonitoring the target

net wor k and observing the specific neighbor solicitation for the node
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and the node’'s solicited[ls this the right tern?] neighbor
adverti senent.

O the above tinme elenents, the third is perhaps the hardest to
nmeasure for tinmes smaller than a few seconds.

A challenge with this neasurenent is to conduct it where the target
net work node has an address that is not in the DUT' s nei ghbor cache
in any state (such as "INCOWLETE"). As tested with a router, the
router’s "clear nei ghbor cache" command did not always flush the
target network node’s nei ghbor entry. One nethod of inplenenting
this may be to configure the target network node with sufficient
addresses for a unique NDP request per test interval.

6.3. Adherence to prioritization of NDP activity prioritization

As di scussed in RFC 6583 [ RFC6583], this neasurenent would require
confirmng that a set prioritization is adhered to. [Insert nore
text here.]

6. 4. DUT CPU utilization

Measured in percent utilization, captured via a non-intrusive query
of the DUT.

6.5. Rate DUT forwards packets

This nmeasures the inpact that the scan may have on the DUT's ability
to forward packets. The neasurenent shoul d be docunented in packets
per seconds (pps) or (bps). However, if the DUT handles NDP in the
"managenent plane" and packets are forwarded in a separate
"forwardi ng plane", the scanning tests described in this docunment may
not have any inpact on the DUT's ability to forward packets.

It may be beneficial to conduct two RFC 5180 [ RFC5180] style
t hroughput tests even if it is assunmed that scanning activity won’t
have any bearing on the DUT' s packet forwarding capabilities:
1. Baseline test wi thout any scanning activity.
2. Test while worse-case scanning activity is occuring.

6.6. Rate DUT responds to neighbor solicitations for its own address
This is the difference in tinme fromwhen a node on the target network
net work sends a nei ghbor solicitation for the DUT"s MAC address and

when the DUT responds with a nei ghbor advertisenent in response to
t he nei ghbor solicitation. This can be determ ned by observing the
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target network and neasuring the difference in time (in mlliseconds)
bet ween when the nei ghbor solicitation | eaves the target network
nmeasur enent node and when the solicited nei ghbor advertisenent is
returned fromthe DUT.

6.7. Inpact on unaffected interfaces/subnets
Thi s measurenent woul d require having a node on a network directly
connected to the DUT, but not on either the scanner network or target
network. Although not item zed, this neasurenent could consist of
any conbi nati on of neasurenents which are conducted relating to the
target network.

6.8. Maxi mum nunber of enteries in the DUT s nei ghbor cache
Thi s measurenent confirns how many entries can effectively reside in
the DUT’ s nei ghbor cache. This neasurenent woul d support or refute
any val ue docunented by the DUT manufacturer. |[Need to describe how
this is done.]

7. Measurenent Interval
To be determ ned.

8. DUT initialization

At the beginning of each test, the nei ghbor cache of the DUT shoul d
be initialized

9. Ceneral Test Procedure
This test can be conpleted with publicly avail able scanni ng software.
The net hodol ogy to inplenment this scan is fairly straightforward and
coul d be inpl enented using open-source network scripting tools.
The al gorithm for such a scanner could be as sinple as:
Dest _address = <ip prefix>::1000
Wil e True:
Send( | CVPv6( dst =Dest _addr ess)

Dest address = Dest _address + 1
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As described in [RFC6583], four instances of a scanner on a single
conputer was able to inpact the performance of high-end routers. |If
mul ti pl e scanner instances are used, the starting address should be
in different "regions" of the subnet.

Sone existing software for conpleting network scans is discussed in
[ RFC6583], al t hough other applications may exi st.

Al t hough not tested, commercial network testing solutions may be
effectively inplenmented and may provi de dedsired throughput.

10. O her Potential Testing Scenarios
10.1. Exhaustion of Address Tables (NCE) in Internedi ate Nodes

[ Question: Where a | arge nunber of addresses are being scanned for,
woul d there be an inpact on internedi ate nodes, such as firewall s?]

10. 2. Li nk-1 ocal network attack

In this attack, a node in the subnet sinulates a condition where it
is sending packets to every address in the subnet and where the
destination MAC address is the DUT[Is this an allowed scenario?]. In
this scenario, it "could" be possible to send nei ghbor solicition
nmessages to every link |ocal address via the default gateway.

11. | ANA Consi derations
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

12. Security Considerations

Benchmarking activities as described in this nmeno are limted to

t echnol ogy characterization using controlled stinmuli in a |aboratory
environnent, with dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topol ogy will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managenent networ k.
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Furt her, benchmarking is performed on a "bl ack-box" basis, relying
sol ely on neasurenents observabl e external to the DUT/SUT. Speci al
capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng pur poses.

Any inplications for network security arising fromthe DUT/ SUT SHOULD
be identical in the lab and in production networKks.
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