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1. Introduction

Renote Direct Menory Access (RDVA) [ RFC5040] [RFC5041] [IB] is a
techni que for noving data efficiently between end nodes. By
directing data into destination buffers as it is sent on a network,
and placing it via direct nmenory access by hardware, the

compl enentary benefits of faster transfers and reduced host overhead
are obt ai ned.

A protocol already exists that enabl es ONC RPC [ RFC5531] nessages to
be conveyed on RDMA transports. That protocol is RPC over- RDVA
Version One, specified in [I-D.ietf-nfsv4-rfc5666bis]. RPC over-RDVA
Version One is deployed and in use, though there are sone
shortconmings to this protocol, such as:

0 The use of small Receive buffers force the use of RDVA Read and
Wite transfers for small payloads, and Iimt the size of
backchannel nessages

0 Lack of support for potential optimzations, such as renote
i nvalidation, that require changes to on-the-w re behavior
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To address these issues in a way that is conpatible with existing
RPC- over - RDMA Ver si on One depl oynments, a new version of RPC-over- RDVA
is presented in this docunent. RPC-over-RDVA Version Two contains
only increnental changes over RPC-over-RDMA Version One to facilitate
adoption of Version Two by existing Version One inplenentations.

The maj or new feature in RPC-over-RDVA Version Two is extensibility
of the RPC-over-RDVA header. Extensibility enables narrow changes to
RPC- over - RDMA Version Two so that new optional capabilities can be

i ntroduced without a protocol version change and whil e nmintaining
interoperability with existing inplenentations. New capabilities can
be proposed and devel oped i ndependently of each other, and

i npl ement aters can choose anmong them It should be straightforward
to create and docunment experinental features and then bring them

t hrough the standards process.

In addition to extensibility, the default inline threshold value is
| arger in RPC-over-RDMA Version Two. This change is driven by the
i ncrease in average size of RPC nessages containi ng conmon NFS
operations. Wth NFSv4.1 [RFC5661] and | ater, compound operations
convey nore data per RPC nessage. The default 1KB inline threshold
i n RPC-over-RDVA Version One prevents attaining the best possible
per f or mance.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2. Inline Threshold
2.1. Term nol ogy

The term"inline threshold" is defined in Section 4 of
[I-D.ietf-nfsv4-rfc5666bis]. An "inline threshold" value is the

| argest message size (in octets) that can be conveyed in one
direction between peer inplenmentations using RDMA Send and Receive
Each connection has two inline threshold values: one for nessages

flowing fromrequester-to-responder (referred to as the "call inline
threshol d"), and one for nessages flowi ng fromresponder-to-requester
(referred to as the "reply inline threshold"). Inline threshold

val ues are not advertised to peers via the base RPC-over-RDMA Version
Two pr ot ocol

A connection’s inline threshold determ nes when full RDVA Read or

Wite operations are required because the RPC nessage to be send is
| arger than the peer’s Receive buffer. |If an RPC nessage does not
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contain DDP-eligible data itens, a requester prepares a Long Call or
Reply to convey the whol e RPC nessage using an RDVA Read or Wite.

2.2. Mdtivation

RDVMA Read and Wite operations require that each data payl oad resides
in aregion of nenory that is registered with the RNIC. Wen an RPC
is conplete, that region is unregistered, fencing it fromthe
responder.

Both registration and unregi stration have a |atency cost which is
insignificant conpared to data handling costs. When a data payl oad
is small, however, the cost of registering and unregistering the
menory where it resides becones a relatively significant part of
total RPC latency. Therefore the nost efficient operation of RPC
over - RDMA occurs when RDVA Read and Wite operations are used for

| arge payl oads, and avoided for snall payl oads.

When RPC-over - RDMA Versi on One was conceived, the typical size of RPC
messages that did not involve a significant data payl oad was under
500 bytes. A 1024-byte inline threshold adequately mnim zed the
frequency of inefficient Long Calls and Repli es.

Starting with NFSv4. 1 [ RFC5661], NFS COMPOUND RPC nessages are |arger
and nore conplex than before. Wth a 1024-byte inline threshold,
RDVA Read or Wite operations are needed for frequent operations that
do not bear a data payl oad, such as GETATTR and LOCKUP, reducing the
efficiency of the transport. To reduce the need to use Long Calls
and Replies, RPC-over-RDVA Version Two quadruples the default inline
threshol d size. This also increases the naxi num size of backward
directi on RPC nessages.

2.3. Def aul t Val ues

RPC- over - RDMA Version Two receiver inplenmentations MJST support an
inline threshold of 4096 bytes, but MAY support larger inline
threshol d values. A nechanismfor discovering a peer’'s preferred
inline threshold value may be used to optin ze RDMA Send operations
further. |In the absense of such a mechanism senders MJST assune a
receiver’s inline threshold is 4096 bytes.

The new default inline threshold size is no larger than the size of a
hardware page on typical platforms. This conserves the resources
needed to Send and Receive base | evel RPC- over-RDVA Version Two
messages, enabling RPC-over-RDVA Version Two to be used on a broad
base of hardware
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3. Protocol Extensibility

The core RPC-over-RDVA Version Two header format is specified in
Section 4 as a conplete and stand-al one piece of XDR  Any change to
this XDR description requires a protocol version nunber change.

3.1. Optional Features

RPC- over - RDMA Version Two introduces the ability to extend the core
protocol via optional features. Extensibility enables minor protoco
i ssues to be addressed and increnental enhancenments to be made

wi t hout the need to change the protocol version. The key capability
is that both sides can detect whether a feature is supported by their
peer or not. Wth this ability, OPTIONAL features can be introduced
over time to an ot herw se stable protocol

The rdna_opttype field carries a 32-bit unsigned integer. The val ue
inthis field denotes an optional operation that MAY be supported by
the receiver. The values of this field and their neaning are defined
in other Standards Track docunents

The rdna_optinfo field carries opaque data. The content of this
field is data nmeaningful to the optional operation denoted by the
value in rdna_opttype. The content of this field is not defined in
t he base RPC-over-RDVA Version Two protocol, but is defined in other
St andards Track docunents

When an i npl enentati on does not recogni ze or support the val ue
contained in the rdnma_opttype field, it MIST send an RPC-over- RDVA
message with the rdnma_xid field set to the sanme value as the
erroneous message, the rdnma_proc field set to RDMA2_ERRCR, and the
rdma_err field set to RDMA2 _ERR | NVAL_OPTI ON

3.2. Message Direction

Backward direction operation depends on the ability of the receiver
to distinguish between inconing forward and backward direction calls
and replies. This needs to be done because both the XID field and
the flow control value (RPC-over-RDVA credits) in the RPC over- RDVA
header are interpreted in the context of each nessage's direction

A receiver typically distinguishes nessage direction by exam ning the
nmype field in the RPC header of each incom ng payl oad nessage.
However, RDMA2_OPTI ONAL type messages may not carry an RPC nessage
payl oad.

To enabl e RDMA2_ OPTI ONAL type nmessages that do not carry an RPC
message payl oad to be interpreted unanbi guously, the rdnma2_optiona
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structure contains a field that identifies the message direction. A
simlar field has been added to the rpcrdma2_chunks and
rpcrdma2_error structures to sinplify parsing the RPC over- RDVA
header at the receiver

3.3. Docunentation Requirenents

RPC- over - RDMA Version Two nay be extended by defining a new
rdma_opttype val ue, and then by providing an XDR description of the
rdnma_optinfo content that corresponds with the new rdma_opttype
value. As a result, a new header type is effectively created

A Standards Track docunent introduces each set of such protocol
el ements. Together these elenments are considered an OPTI ONAL
feature. Each inplenmentation is either aware of all the protoco
el ements introduced by that feature, or is aware of none of them

Docunent s descri bing extensions to RPC- over-RDVA Versi on Two shoul d
cont ai n:

0 An explanation of the purpose and use of each new protocol elenent
added

0 An XDR description of the protocol elements, and a script to
extract it

0 A nmechanismfor reporting errors when the error is outside the
avai |l abl e choices already available in the base protocol or in
ot her extensions

0 An indication of whether a Payl oad stream nust be present, and a
description of its contents

0 A description of interactions with existing extensions

The | ast bullet includes requirenents that another OPTI ONAL feature
needs to be present for new protocol elenments to work, or that a
particul ar | evel of support be provided for sone particular facility
for the new extension to work.

| npl enent ers conbi ne the XDR descriptions of the new features they
intend to use with the XDR description of the base protocol in this
docunent. This may be necessary to create a valid XDR input file
because extensions are free to use XDR types defined in the base
protocol, and | ater extensions may use types defined by earlier

ext ensi ons.
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The XDR description for the RPC over-RDVA Version Two protoco
conmbined with that for any sel ected extensions should provide an
adequat e human-readabl e description of the extended protocol

4, XDR Protocol Definition

This section contains a description of the core features of the RPC
over- RDMA Version Two protocol, expressed in the XDR | anguage
[ RFC4506] .

This description is provided in a way that nmakes it sinple to extract
into ready-to-conpile form The reader can apply the follow ng shel
script to this docunent to produce a machi ne-readabl e XDR descri ption
of the RPC-over-RDVA Version One protocol without any OPTI ONAL

ext ensi ons.

<CODE BEG NS>

#!/ bi n/ sh
grep "N *[/]" | sed "s? []] ??° | sed 's?M *[]]$??
<CODE ENDS>

That is, if the above script is stored in a file called "extract.sh"
and this docunment is in a file called "spec.txt" then the reader can
do the following to extract an XDR description file:

<CODE BEG NS>
sh extract.sh < spec.txt > rpcrdnma_corev2. x

<CODE ENDS>

Optional extensions to RPC- over-RDVA Version Two, published as

St andards Track docunents, will have sinilar nmeans of providing XDR
that describes those extensions. Once XDR for all desired extensions
is also extracted, it can be appended to the XDR description file
extracted fromthis docunent to produce a consolidated XDR
description file reflecting all extensions selected for an RPC-over-
RDMVA i mpl enent at i on.
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4.1. Code Conponent License

Code conponents extracted fromthis docunment nust include the
following license text. Wen the extracted XDR code is conbined with
ot her conpl enentary XDR code which itself has an identical |icense
only a single copy of the license text need be preserved.
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<CCODE BEG NS>

1=

/1l * Copyright (c) 2010, 2016 | ETF Trust and the persons

/1l * identified as authors of the code. Al rights reserved.
1 *

/1l * The authors of the code are:

/1l * B. Callaghan, T. Tal pey, C. Lever, and D. Noveck.
1=

/1l * Redistribution and use in source and binary fornms, wth
/1] * or without nodification, are permitted provided that the
/1l * following conditions are net:

1 *

/1l * - Redistributions of source code nust retain the above
rr* copyright notice, this list of conditions and the

I = foll owi ng discl ai ner.

1 *

/1l * - Redistributions in binary form nmust reproduce the above
1 * copyright notice, this list of conditions and the
1 foll owi ng disclaimer in the docunentation and/or other
rr* materials provided with the distribution.

1 *

/1l * - Neither the nane of Internet Society, |ETF or |ETF
rrr = Trust, nor the names of specific contributors, may be
1 * used to endorse or pronote products derived fromthis
1 software wi thout specific prior witten perm ssion.
1=

1 * THI' S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS
1 * AND CONTRI BUTORS "AS |'S" AND ANY EXPRESS OR | MPLI ED
rrr = WARRANTI ES, | NCLUDI NG BUT NOT LIMTED TO, THE

= | MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS
1= FOR A PARTI CULAR PURPCSE ARE DI SCLAIMED. | N NO
1= EVENT SHALL THE COPYRI GHT OMER OR CONTRI BUTORS BE
1 * LI ABLE FOR ANY DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL,
1 * EXEMPLARY, OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT
Hr* NOT LI M TED TO, PROCUREMENT OF SUBSTI TUTE GOODS OR
= SERVI CES; LCSS OF USE, DATA, OR PROFITS; OR BUSI NESS
1= | NTERRUPTI ON) HOAEVER CAUSED AND ON ANY THECRY COF
1= LI ABI LI TY, WHETHER | N CONTRACT, STRICT LI ABILITY,

1 * OR TORT (I NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SI NG
1 * IN ANY WAY QUT OF THE USE OF TH S SOFTWARE, EVEN | F
rrr = ADVI SED OF THE PGSSI BI LI TY OF SUCH DAMAGE.

1

<CODE ENDS>
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4. 2. RPC- Over - RDMA Ver si on Two XDR

The XDR defined in this section is used to encode the Transport
Header Streamin each RPC-over-RDVA Version Two nessage. The terns
"Transport Header Streant and "RPC Payl oad Streant' are defined in
Section 4 of [I-D.ietf-nfsv4-rfc5666bis].

<CODE BEG NS>

/1l |'* From RFC 5531, Section 9 */
/1] enum nmsg _type {

11 CALL = O,

111 REPLY = 1

1y

111

/1] struct rpcrdma2_segnent {

111 ui nt 32 rdnma_handl e;

11 ui nt 32 rdma_I engt h;

Iy ui nt 64 rdna_of f set;

1y

111

/1] struct rpcrdma2_read_segnent {

111 ui nt 32 rdme_posi tion;
111 struct rpcrdma2_segnent rdme_target;
1y

111

/1] struct rpcrdnma2_read list {

/11 struct rpcrdnma2_read _segnent rdnme_entry;
111 struct rpcrdna2_read |i st *rdma_next;
1y

111

/1] struct rpcrdma2_wite_chunk {

/11 struct rpcrdnma2_segnent rdne_target <>;
1y

111

/1] struct rpcrdma2_wite_ list {

Iy struct rpcrdma2_wite_chunk rdma_entry;
Iy struct rpcrdma2_wite_list *rdma_next;
1y

1

/1] struct rpcrdma2_chunk lists {

111 enum nmsg_type rdma_direction;
Iy struct rpcrdma2_read_li st *rdma_r eads;
Iy struct rpcrdma2_wite list *rdma_wites;
/11 struct rpcrdma2_wite chunk *rdnma_reply;
1y

111
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/1] enumrpcrdma2_errcode {

111 RDMA2 ERR VERS = 1,

111 RDMA2 ERR BAD HEADER = 2,
111 RDVA2 _ERR | NVAL_OPTI =3
1y

111

/1] struct rpcrdma2_err_vers {

Iy uint 32 rdna_vers_| ow,

Iy ui nt 32 rdma_vers_hi gh;
1y

1

/1] union rpcrdma2_error switch (rpcrdma2_errcode rdma_err) {
11 case RDMA2_ERR VERS:

Iy rpcrdma2_err_vers rdnma_vrange;
111 case RDVMA2_ ERR BAD HEADER:
111 voi d;

/11 case RDMA2 ERR | NVAL_ OPTI ON:
111 voi d;

1y

111

/1l struct rpcrdma2_optional {

/11 enum nsg_type rdnma_optdir;
/11 ui nt 32 rdna_opttype;

111 opaque rdna_opti nf o<>;
1y

111

{11l enumrpcrdma2_proc {

111 RDVA2_MSG = 0,

1 RDVA2 _NOMSG = 1,

111 RDMA2_ERROR = 4,

11 RDMA2_OPTIONAL = 5

1y

111

/1] union rpcrdma2_body switch (rpcrdna2_proc rdma_proc) {
/11 case RDMA2 MBG

111 rpcrdma2_chunks rdma_chunks;
111 case RDMA2_ NOVBG

Iy rpcrdma2_chunks rdma_chunks;
Iy case RDVA2_ ERROR:

/11 rpcrdma2_error rdma_error;
/11 case RDMA2 OPTI ONAL:

111 rpcrdma2_optional rdma_optional ;
1y

111

/1] struct rpcrdma2_xprt_hdr {

/11 ui nt 32 rdma_xi d;

/11 ui nt 32 rdna_vers;

111 ui nt 32 rdnma_credit;
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111 rpcrdma2_body rdma_body;
1y,
<CODE ENDS>
4.2.1. Presence O Payl oad
0 \When the rdnma_proc field has the val ue RDMA2_MSG an RPC Payl oad

(0]

(0]

4.2. 2.

Stream MUST foll ow the Transport Header Streamin the Send buffer.

When the rdma_proc field has the value RDMA2_ERROR, an RPC Payl oad
Stream MUST NOT foll ow the Transport Header Stream

When the rdma_proc field has the val ue RDMA2_OPTI ONAL, all, part
of, or no RPC Payl oad Stream MAY fol |l ow the Transport header
Streamin the Send buffer.

Message Direction

I mpl enent ati ons of RPC-over-RDVA Version Two are REQUI RED to support
backwards direction operation as described in
[I-D.ietf-nfsvd-rpcrdma-bidirection].

(0]

Lever

When the rdma_proc field has the val ue RDMA2_MSG or RDMA2_NOVSG,
the value of the rdma _direction field MJUST be the sane as the
val ue of the associ ated RPC nessage’s nmsg_type field.

When the rdna_proc field has the val ue RDMA2_ERROR, the direction
of the message is always Responder-to- Requester (REPLY).

When the rdma_proc field has the val ue RDMA2_OPTI ONAL and a whol e
or partial RPC message payload is present, the value of the
rdma_optdir field MUST be the sane as the value of the associated
RPC nessage’s nsg_type field.

When the rdma_proc field has the val ue RDMA2_OPTI ONAL and no RPC
message payload is present, a Requester MJST set the value of the
rdma_optdir field to CALL, and a Responder MJST set the val ue of
the rdnma_optdir field to REPLY. The Requester chooses a value for
the rdna_xid field fromthe XID space that matches the nessage’s
direction. Requesters and Responders set the rdma _credit field in
a sinmlar fashion: a value is set that is appropriate for the
direction of the nessage.

& Noveck Expi res Decenber 5, 2016 [ Page 12]



Internet-Draft RDVA Transport for RPC V2 June 2016

4.2.3. Transport Errors

Error handling works the same way in RPC-over-RDVA Version Two as it
does in RPC-over-RDVA Version One, with one change described in
Section 3.1. Version One error handling is described in Section 5 of
[I-D.ietf-nfsv4-rfc5666bis].

5. Protocol Version Negotiation

When an RPC-over- RDVA Version Two requester establishes a connection
to a responder, the first order of business is to determ ne the
responder’ s hi ghest supported protocol version.

As wi th RPC-over-RDMA Version One, a requester MJST assune the
ability to exchange only a single RPC- over-RDVA nessage at a tine
until it receives a non-error RPC-over-RDVA nessage fromthe
responder that reports the responder’s actual credit linit.

First, the requester sends a single valid RPC over-RDVA nessage wth
the value two (2) in the rdma_vers field. Because the responder

m ght support only RPC-over-RDVA Version One, this initial nessage
can be no larger than the Version One default inline threshold of
1024 bytes.

5.1. Responder Does Support RPC-over-RDVA Version Two

If the responder does support RPC-over-RDVA Version Two, it sends an
RPC- over - RDMA nessage back to the requester with the sane XID
containing a valid non-error response. Subsequently, both peers use
the default inline threshold value for RPC over-RRDVA Version Two
connections (4096 bytes).

5.2. Responder Does Not Support RPC-over-RDVA Version Two

If the responder does not support RPC-over-RDMA Version Two,
[I-D.ietf-nfsv4-rfc5666bis] REQU RES that it send an RPC-over- RDVA
message to the requester with the sane XID, with RDMA2 ERRCR in the
rdma_proc field, and with the error code RDVMA2_ERR VERS. This
message al so reports a range of protocol versions that the responder
supports. To continue operation, the requester selects a protocol
version in the range of responder-supported versions for subsequent
messages on this connection.

If the connection is lost imediately after the RDMA2_ ERROR reply is
recei ved, a requester can avoid a possible version negotiation |oop
when re-establishing anot her connection by assum ng that particul ar
responder does not support RPC-over-RDVA Version Two. A requester
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5.3.

9.

9.

1.

can assunme the sane situation (no responder support for RPC over- RDVA
Version Two) if the initial negotiation nessage is |ost or dropped.

Once the negotiation exchange is conplete, both peers use the default
inline threshold value for the protocol version that will be used for
t he remai nder of the connection lifetime. To pernmit inline threshold
val ues to change during negotiation of protocol version, RPC over-
RDVA Version Two inplementations MIST allow inline threshold val ues
to change wi thout triggering a connection |oss.

Request er Does Not Support RPC-over-RDVA Version Two
[I-D.ietf-nfsv4-rfc5666bis] REQU RES that a responder MJST send
Replies with the same RPC-over-RDVA protocol version that the
requester uses to send its Calls.

Security Considerations

The security considerations for RPC over-RDVA Version Two are the
same as those for RPC-over-RDVA Version One.

| ANA Consi derations
There are no | ANA considerations at this tine.
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